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Abstract

Cameras may have non-ideal radiometric aspects, in-
cluding spatial non-uniformity, e.g., due to vignetting; a
nonlinear radiometric response of the sensor; and tempo-
ral variations due to automatic gain control (AGC). Often,
these characteristics exist simultaneously, and are typically
unknown. They thus hinder consistent photometric measure-
ments. In particular, they create annoying seams in image
mosaics. Prior studies approached part of these problems
while excluding others. We handle all these problems in
a unified framework. We suggest an approach for simul-
taneously estimating the radiometric response, the spatial
non-uniformity and the temporally varying gain. The ap-
proach does not rely on dedicated processes that intention-
ally vary exposure settings. Rather, it is based on an ordi-
nary frame sequence acquired during camera motion. The
estimated non-ideal characteristics are then compensated
for. We state fundamental ambiguities associated with this
recovery problem, while exposing a novel image invariance.
The method is demonstrated in several experiments, where
different frames are brought into mutual radiometric consis-
tency. The accuracy achieved is sufficient for seamless mo-
saicing, with no need to resort to dedicated seam-feathering
methods.

1. Introduction

Imaging systems are prone to radiometric problems [11,
27], such as nonuniform irradiance of the detector plane [1,
30, 31] and a nonlinear response of the sensor [4, 17, 22].
The spatial non-uniformity is caused by vignetting and fore-
shortening [1, 14, 30, 31], while the nonlinear response is
usually due to the electronic characteristics of the sensor
amplifier. Moreover, many cameras have an automatic gain
control (AGC) mechanism. It temporally varies camera set-
tings [3, 7, 17], such as exposure time or electronic ampli-
fication. As a result, the same scene point can correspond
to different gray levels in different frames. Such inconsis-
tencies are usually not negligible: even an inconsistency of

visible
mismatch

Figure 1. Illustrating human sensitivity to radiometric
mismatch. Several consecutive image parts were biased by
3% with respect to each other. Even such a small mismatch
creates clear visual artifacts.

1% is noticeable in 8-bit sensors (and certainly when using
higher sensitivity sensors). Moreover, humans can easily
detect such minute radiometric errors, as demonstrated in
Fig. 1.

These inconsistencies limit computer vision algorithms
that are based on quantitative photometric measurements.
In addition, image mosaicing [9, 10, 12, 25, 26, 27, 28] may
be disrupted by them. Specifically, the inconsistencies may
complicate image registration [3, 21], and create seams in
the resulting mosaic [2, 5, 13]. It is important to alleviate
such problems. This is especially true in novel mosaicing
applications that make demanding use of all the acquired
data , e.g., for high dynamic range imaging [27], multi-
spectral sensing [26] and representations of dynamics [24].
Some methods were developed to eliminate the visual ef-
fect of seams [2, 5, 18, 28]. However, those pure image
processing methods address perceptual effects, rather than
addressing the root cause of the mismatch.

If the mentioned radiometric characteristics of the cam-
era were perfectly quantified, they could be compensated
for, thereby bringing all frames of a scene to mutual con-
sistency. Apparently, these problems can be solved by care-
ful camera pre-calibration. A standard calibration process,
however, may not always be practical. For instance, zoom



lenses would require nonuniformity calibration at all possi-
ble zoom, focus and aperture settings. Moreover, some cam-
eras (mainly consumer grade) do not allow for manual con-
trol of camera settings. Apparently, it is possible to solve the
problem of spatial non-uniformity by precise optical design.
However, this utopian line of thought may pose impractical
tolerances on the optical engineering process. Hence, this
problem is a fact of life [1, 30, 31]. In addition, the perfor-
mance of cameras (particularly their electronics) may some-
what degrade over long periods of time, especially in harsh
environments.

To counter these problems, we thoroughly examine the
radiometric phenomena that cause inconsistencies. The
question we ask is whether frames can be brought to mutual
consistency, even when neither the spatial non-uniformity,
the radiometric response nor the temporal gain variations
are known? As we detail in Sec. 3, partial approaches to this
problem had been suggested [6, 4, 16, 17, 20, 21, 22, 27]:
some excluding the effect of unknown gain, others exclud-
ing the unknown nonlinearity of the radiometric response,
while the rest ignore the unknown spatial non-uniformity.

In this work we propose aunifiedsolution to all of these
problems. The unknown spatial non-uniformity, radiomet-
ric nonlinearity and temporal gain variations areblindly self-
calibratedbased on an image sequence of an ordinary scene,
as part of the mission the imaging system is designed to do.
All of these aspects are estimated simultaneously. More-
over, our approach, does not need parametric models to es-
timate unknown functions.

We discuss fundamental ambiguities associated with our
estimation problem. We show that in spite of the ambi-
guities, the recovered image is invariant, up to a simple
transformation. Our method is able to compensate the raw
frames, such that all of the resulting images are consistent.
Hence, the output value of a scene point is identical for all
frames (excluding random noise), whether it is imaged at
the center of a frame, or at the periphery, irrespective of the
temporal gain. Using the compensated images, we construct
wide field of view (FOV) image mosaics. The compensation
quality is sufficiently high to practically eliminate the visi-
bility of seams in mosaics,without resorting to dedicated
seam-removal techniques. These merits are demonstrated in
experiments using real data.

2 Statement of the Problem

Consider the imaging system depicted in (Fig. 2). The
detector plane is often non-uniformly irradiated even if the
scene radiance is uniform. Typically this problem is optical:
due to vignetting and foreshortening effects [1, 14, 30, 31],
the sensor periphery is not illuminated as intensely as its
center. This spatially varying optical response is denoted as
M(�x), where �x = (x, y) ∈ [1, N ]2 is a location vector in
the local coordinate system of the frame. Accounting for
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Figure 2. The imaging system model. The optical sys-
tem induces spatial inhomogeneities on the image, which
are characterized byM(�x). The camera electronics has an
unknown radiometric responser(I) and unknown frame de-
pendent gainGf .

this spatial variation, the irradiance falling on the camera
detector is

Ĩ(�x) = M(�x)I(�x) . (1)

HereI is the irradiance falling on the camera detector when
M = 1.

The irradiancẽI is converted into an electric signal via
the camera amplifier. In some cameras the amplification is
purely electronic. In others, the exposure time is extended
to compensate for low light flux. Another mechanism in-
volves electron multiplication by image intensifiers [7, 11].
We denote the effective amplifier gain in framef as Gf .
Some cameras have a built-in AGC mechanism. It tem-
porally changes the amplification of the image signal as a
function of the detector irradiance.

Finally, the electric signal may be nonlinearly related to
the image irradiance. We denote this radiometric response
as r(I). The nonlinearity is usually caused by nonlinear
electronic amplifiers. Alternatively, in image intensifiers it
can be caused by the nonlinear response of the phosphors [7,
11] of the intensifying tube. The graylevel valuev in pixel
�x at framef is:

v(�x) = r
[
Gf Ĩ(�x)

]
= r [GfM(�x)I(�x)] . (2)

The range of gray level values in the detector is
v ∈ [0, vmax], wherevmax = 255 for 8 bit digital cameras.

Suppose that the radiometric response functionr(I), op-
tical non-uniformityM(�x) and the gainGf are unknown.
We aim to estimate an image which is equivalent to the
scene radiance in a wide FOV. In this paper we

• Estimate all the mentioned radiometric aspects, based
only on an image sequence taken for mosaicing.

• Derive a fundamental limitation of this estimation.

• Exploit this estimation to such quality that seamless
image mosaics can be created without resorting to
feathering techniques.

2



3 Prior Explorations

Several studies have addressed some of the mentioned ra-
diometric aspects. Methods to estimate the radiometric re-
sponse based on a single image are derived in [6, 17]. Other
methods for estimating the response [4, 8, 22, 29] use a ded-
icated process, in which the exposure settings are intention-
ally varied in time. However, many existing cameras have
no manual control of exposure. Hence, methods that are
based on multiple exposures are problematic in such cases.
Other methods assume that the radiometric response has a
specific parametric model [3, 6, 20, 23]. Recent advances
have included estimation of the temporal gain [16, 21] vari-
ations. In any case, those studies have not dealt with spatial
non-uniformities.

Estimation of spatial non-uniformity1 has been done
in [27, 31]. However, those methods recover neither the
unknown radiometric response, nor the temporal gain varia-
tions. In contrast, all the above mentioned radiometric char-
acteristics are considered in [13]. Nevertheless, Ref. [13]
does not recover any of the functions. Rather, it concen-
trates on image enhancement aimed at reducing seams in
image mosaics.

4 The Fundamental Equation

The camera radiometric response functionr is typically
monotonic. Therefore,r is invertible, hence we can write

r−1 [v(�x)] = GfM(�x)I(�x) . (3)

Thus,

log
{
r−1[v(�x)]

}
= log [M(�x)] + log(Gf ) + log [I(�x)] .

(4)
Define the functions

h [v(�x)] ≡ log
{
r−1[v(�x)]

}
, m(�x) ≡ log [M(�x)] ,

gf ≡ log(Gf ) and i ≡ log(I) . (5)

Hence, from Eq. (4)

h
[
v(�xf0

p )
] − m(�xf0

p ) − gf0 = i , (6)

where�xf0
p denotes the pixel in framef0 onto which a scene

point is imaged. Another way to express Eq. (6) is

(1 − 1 − 1) · {h
[
v(�xf0

p )
]

m(�xf0
p ) gf0

}T
= i . (7)

This is a basis for a matrix formulation of the problem. Ac-
quiring scene points in different frames provides many lin-
ear equations in the form of Eq. (7). This set of equations
can be written as

Bs = i , (8)
1Interestingly, spatial non-uniformities can be of benefit in image mo-

saicing, since they can improve the dynamic range of the imaging sys-
tem [25, 27].

where

s =




h
m
g


 . (9)

is the sought vector, comprising

h = [h(0), . . . h(vmax)]
T

,

m =
[
m(1), . . .m(Ñ)

]T

and g = [g1, . . . gF ]T . (10)

HereF is the number of frames. The matrixB is sparse,
while each row has some entries of “1” and “-1” at col-
umn indices that faithfully express Eq. (7). The vector
m is a column-stack representation ofm(�x). For gen-
eral non-uniformity we setÑ = N2. For radial non-
uniformity [13, 14] we can setÑ ≈ N/

√
2. We aim to

estimates, while i is unknown, and subsequently recover an
estimate ofI.

5 Fundamental Ambiguities

5.1 Scale Ambiguity

Before proposing a practical solution method, we need to
understand fundamental limitations that are associated with
the problem. Suppose thats andi are vectors that are con-
sistent with Eq. (8). We can bias each of the system func-
tion by individual offsets:ĥ = h + ch, m̂ = m + cm and
ĝ = g + cg, defining a new vector̂s in analogy to Eq. (9).
Suppose we bias the unknown vectori to î = i + ci, where
ci = ch−cm−cg. It is easy to see from Eq. (7) thatBŝ = î,
hence satisfying the fundamental equation. For this reason,
we can only determineM , G andr−1(v) up to unknown
scale factors.

This is a problem that is common toall methods for ra-
diometric calibration, that do not use quantitative knowl-
edge about the scene irradiance. It is usually unimportant,
since it means that the irradiance of the sceneI is known
up to a scaleCI = exp(ci). We handle the ambiguity
by normalizing the estimates such thatmax[r̂(I)] = 1,
max[M̂(�x)] = 1 and min(Ĝf ) = 1.

5.2 Exponential Ambiguity

More interestingly, the estimation is prone to an expo-
nential ambiguity. Suppose thats and i are vectors that
are consistent with Eq. (8). We may multiply both sides
of Eq. (8) by an arbitrary scale factorγ

Bγs = γi . (11)

Hence, also the vector̂s = γs is a solution to the problem,
if we change the unknown vectori by î = γi. Using Eq. (5),
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the estimated radiometric functions of the system are

r̂−1(v) = eĥ(v) = eγh(v) =
[
r−1(v)

]γ
, (12)

M̂(�x) = em̂(�x) = eγm(�x) = [M(�x)]γ , (13)

and
Ĝf = eĝf = eγgf = [Gf ]γ . (14)

Sinceγ is arbitrary, the solution is ambiguous. An analo-
gous ambiguity was found in [8] for methods that simulta-
neously estimate the radiometric response function and ex-
posure ratios (not treating spatial non-uniformity).

6 An Image Invariance

In Sec. 7 we detail a method for estimatinĝM(�x), Ĝf

andr̂−1(v). The nonuniformity/nonlinearity functions can
be compensated for, in order to estimate thebottom line: the
image irradianceI. However, as explained in Sec. 5, any
estimate ofM̂(�x), Ĝf andr̂−1(v) is prone to an ambiguity,
given by Eqs. (12,13,14). Hence, we now describe how this
ambiguity influences the estimation of image irradiance.

We express the estimated irradiance valueÎ using
Eq. (3),

Î =

[
r−1(v)

]γ

[M(�x)Gf ]γ
= Iγ . (15)

This means that we may err in estimating the true value of
the image irradiance by an exponential ambiguity. Note
Eq. (15) behavesexactlylike a γ-correction operation. To
appreciate the significance of this result, recall that our en-
tire analysis does not assume any parametric form for the
response functionr(I). Yet, thanks to our process, the prob-
lem becomes much simpler: it eventually boils down to a
parameterized problem, having only asingleparameter,γ.

Thus, no matter how complicated the original response
function is, and regardless of the temporal gain and spa-
tial nonuniformities, the image resulting from our method
is γ-distorted, at most. This is a novel type ofimage in-
variance: different cameras with very different radiometric
characteristics and nonidealities eventually may yield, by
our method, images that are essentially identical, up to a
simple transformation.

7 Estimation

Recall that Eq. (6) is based on a measurement of a scene
point in framef0. Due to camera motion, the same scene
point is measured in framef1 at image pixel�xf1

p . Assuming
that the scene radiance is static,

h
[
v(�xf1

p )
] − m(�xf1

p ) − gf1 = i . (16)

Assume that the image registration process [3, 9, 10, 12, 27,
28] is successful, i.e. that corresponding image pixels are
registered. Then Eqs. (6,16) yield

h
[
v(�xf0

p )
] − h

[
v(�xf1

p )
] − m(�xf0

p ) + m(�xf1
p )

= −gf0 + gf1 = 0. (17)

Tracking some of the scene points in several frames2 pro-
vides many linear equations as Eq. (17). This set of equa-
tions can be written asRs = 0. We weighted each of these
equations according to the signal-to-noise ratio of the mea-
surements that each is based on. We followed the weighting
proposed in [19].

To better condition the estimation, we impose smooth-
ness onM(�x), r(I) andGf . This yields an over-constrained
system of equations, whose least squares solution is

ŝ = argmin
s

(stAtAs) , (18)

where

A =




R
λhDh

λmDm

λgDg


 . (19)

HereDh, Dm andDg express Laplacians operating exclu-
sively either onh, m or g, respectively. We used Laplacian
operators as described in [19]. The parametersλh, λm and
λg weight the penalty for unsmooth solutions relative to the
penalty for disagreement with the data. Eq. (18) is solved
by singular value decomposition (SVD).

Interestingly, simultaneous constant functions
h(v) = const1, m(�x) = const2 and gf = const3 sat-
isfy Eq. (17). A constanth(v) implies r−1(v) = I0,
where I0 is a constant. This is a non physical solution
for the radiometric response function, because in this case
r(I) is not defined for the full range ofI, but rather only
for a single value. We avoid such simultaneous constant
functions by excluding the SVD solutions that correspond
to a trivialr−1(v).

Handling the γ Ambiguity

The γ-ambiguity (γ-correction) mentioned in Sec. 6 is
insignificant in applications that do not require quantitative
photometric measurements. Such applications include dis-
play for human interpretation. In these cases, recall that the
user can tune the displayγ-correction for visual plausibility,
and therefore there is no need to determineγ a priori.

A simple way to disambiguate the solution is to define a
criterion for image quality, and then optimize it as a function

2At this stage there is no need for accurate image registration. The
reason is that for the recovery ofM, G andr we may decide to include only
points that reside on smooth image regions, discarding pixels in proximity
to edges. We discarded saturated pixels from the estimation.
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of γ. As the criterion, we elected maximization of the im-
age entropy, and used it in our experiments. Alternatively,
Ref. [6] presents a blindγ estimation method based on min-
imization of high order frequency correlations. Moreover,
we can alleviate the ambiguity by using other minora-priori
knowledge about either the camera non-uniformity, the ra-
diometric response function or camera gain. In particular,
knowledge aboutM(�x) at two distinct pixels is sufficient to
resolve it.

8 Consistency and Seamless Mosaics

Despite the above mentionedγ-ambiguity, all the frames
Î resulting from Eq. (15) aremutually consistent. Their
gray-level values have one-to-one correspondence to the
true scene radiance. Since the raw framesvf (�x) are ob-
tained by camera motion, their compensated versionÎf (�x)
can be used for creating a wide FOV image mosaic. Since
the images are consistent, the resulting mosaic is seamless.

The consistency better facilitates accurate image registra-
tion [3, 21, 27]. The registered frameŝIf are now combined
such that each pixel has a single value. There are various
methods for performing this combination [4, 15, 22]. We
followed the one described in [19, 27]. We didnot use any
seam-removal feathering method.

9 Experiments

To demonstrate our method we performed experiments
with real data, as well as simulations. First, we describe the
simulations and then the results of experiments.

9.1 Simulations

To create a sequence of simulated images, we took a
wide FOV image and divided it into a sequence of small
frames. To simulate a 1D vignetting effect, each frame
was multiplied by a known nonuniform function, e.g.,
M(�x) = exp [−(x/200)2]. We then multiplied each frame
by a known gainGf ∈ [1, exp(2)], which varied in time. We
used the resulting frames as inputs to a simulated radiomet-
ric response function, e.g.,r( Ĩ) = Ĩ0.45. Fig. 3 shows sev-
eral images which were created by this process. The known
functions of one of the simulations are plotted as solid lines
in Fig. 4.

We used the synthetic image sequence to obtain the es-
timatesr̂−1(I), M̂(x) andĜf , plotted3 as dashed lines in
Fig. 4. Based of that, we recovered the compensated images
Îf (x). Then we fused these images into a mosaic, as shown
in Fig. 5. Note that no seams appear in Fig. 5, although we

3Only for the display of the graphs we operate an exponential transfor-
mation onr̂−1(v), M̂(x) andĜf using a single fitting parameterγ. We
have not done this when creating the mosaics.

Figure 3. Sample frames based on a simulated spatial fil-
ter, time-variant gain and a nonlinear radiometric response
function. Scene features become darker towards the frame
periphery and have global brightness variations.
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Figure 4. [Solid lines] The true inverted radiometric re-
sponser−1(v), true non-uniformity functionM(x) and true
gain functionGf used in the image sequence, samples of
which are shown in Fig. 3. [Dashed lines] The estimated
functions.

did not perform any process dedicated to seam removal. We
checked our algorithm using a variety of functionsM(x),
r(I) andGf . The results all resemble Figs. 4 and 5.

9.2 Experiments using Real Images

Our experiments were performed using of Nikon D100
digital SLR camera and a PointGray Dragonfly firewire
video camera with Sony ICX424 sensor. An advantage of
the Nikon camera is its ability to acquire images in 12 bits
using a linear radiometric response. This enables creation
of the effect of arbitrary radiometric response functions in 8
bit images, in post-processing. Thus, the known radiomet-
ric response is helpful for assessing the effectiveness of our
calibration method. To test the effect of amplifier AGC, we
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Figure 5. A mosaic of the recovered images. No seams
appear, although unknown vignetting and gain exist in the
raw sequence, samples of which are shown in Fig. 3. More-
over, the recovered functions and images erred by an expo-
nential function. No dedicated seam-removal method was
applied.
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Figure 6. An experiment using real data. [Solid lines ]
The true inverted radiometric response and the true nonuni-
form function. [Dashed lines] The estimated functions.

complemented the SLR by the PointGray camera, which has
AGC and an inherent native mode of gamma-correction.

To create a strong vignetting effect, we attached a spa-
tially varying optical filter to the camera lens.4 The filter
attenuation of the irradiance varied along thex axis. In our
experiments, we assumed that the effect of this 1D filter is
much more significant than the intrinsic 2D vignetting of the
lens.

Let us first consider the SLR-based experiment. The
solid lines in Fig. 6 plotr−1(v) andM(x) for this system.
The functionM(x) was calibrated in a separate dedicated
process, to enable future validation. Fig. 7 shows some sam-
ple frames from an acquired sequence. After acquisition,
the frames were registered. We then created the matrixA

4We placed the filter a few centimeters ahead of the lens. Had it been
placed right next to the lens, it would have affected the aperture properties
with little spatial variations in the image.

Figure 7. Image frames sampled from a sequence ac-
quired by a Nikon D100 digital camera. A spatially varying
optical filter had been attached to the camera lens. Scene
features become darker towards the periphery of each frame.

according to Eq. (18). For this purpose, we selected 6000
random pairs of corresponding pixels in different frames.
Using this data, we estimated̂r−1(v) andM̂(x), which are
plotted by dashed lines in Fig. 6.

Fig. 8 shows a mosaic resulting from the image combi-
nation process described in [19]. The non-uniformity was
corrected, making all frames mutually consistent. We stress
again, that we obtained seamless mosaicing without using
any dedicated seam-removal methods like feathering etc. In
contrast, Fig. 9 shows the image mosaic obtained without
consideringM(x) and r(I). Here, inconsistencies in the
raw data create strong seams, whose removal would require
a dedicated feathering process.

Analogous data and results based on the PointGray video
camera are shown in Fig. 10. Here, the AGC was turned on.
For this reason, the gain variations were estimated as part
of the process and then compensated for. The estimation
and mosaicing were based on 17 frames. Across most the
resulting mosaic in Fig. 10, seams are unnoticeable.

10 Discussion

The presented method is simple and practical. It simul-
taneously leads to an estimate of the optical non-uniformity,
the radiometric response function and the temporally vary-
ing gain. This estimation is prone to a simple ambiguity
that can be resolved with very little prior knowledge. We
demonstrated the capability of the estimation to yield seam-
less image mosaics.

We donot claim that our method makes standard meth-
ods for seam removal [2, 5, 18, 28] totally unnecessary.
Those methods are of general scope, and can deal with cases
in which seams are not caused by camera non-uniformity,
but rather by scene and illumination dynamics. Neverthe-
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Figure 8. An image mosaic based on analysis of a real experimental sequence, samples of which are shown in Fig. 7. No seams are
apparent, although the original images suffered from an unknown vignetting, and the recovered vignetting and radiometric response
erred by an exponential function. No dedicated seam-removal method was applied.

Figure 9. A mosaic based on a raw sequence, samples of which are shown in Fig. 7, without compensating for the estimated
radiometric response function̂r(I) and optical non-uniformityM̂(�x).

less, it is demonstrated that for static scenes, seams are re-
moved simply by addressing their root cause.

There is still room for extensions to our framework.
Some cameras have an auto-iris mechanism, which is anal-
ogous to AGC in the reaction to detector irradiance. An
interesting example of this is the human eye, which has an
auto-iris, a nonlinear radiometric response, and spatial non-
uniformity of retina irradiance and sensitivity. We believe
that in such a single-lens system, analysis as in this paper
would be effective. However, most camera lenses consist of
multiple components and stops. In these cases, the impli-
cations of an auto-iris may go beyond gain, since a smaller
iris increases the depth of field. This may induce a slight
sharpening of the vignetting distributionM(�x), modifying
it temporally.
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