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Abstract

Practical considerations of present technological uses of load-balancing policies include the ca-
pability to function under server heterogeneity and the need to reduce communication overhead
associated with information about the queue states. Under such constraints, state-of-the-art load-
balancing approaches either do not cover the full stability region or provide poor performance.
To address this challenge, the Persistent-Idle (PI) policy was recently introduced, where servers
only update the dispatcher when they become idle, and the dispatcher always sends jobs to the
last server that reported being idle. This policy was proved to achieve the stability region and to
operate with low communication overhead (in a sense made precise) for Bernoulli arrivals and
heterogeneous servers under the assumption that their service capacities are deterministic and
constant. Aiming at a broader range of models that are relevant in applications, we consider
in this paper batch arrivals and service capacities that vary over time according to stochastic
processes, that may have distinct statistical characteristics across servers. Our main theoretical
contribution is to show that the stability region is achieved by this policy in the case of two
servers. Then, using extensive simulations, the performance is evaluated for a larger number
of heterogeneous servers. PI always appears to be stable and achieves good performance while
incurring a negligible communication overhead.

Keywords: Load balancing; load distribution; persistent-idle; join the shortest queue; the
supermarket model; positive recurrence; stability; communication overhead

1. Introduction

Background. Load-balancing algorithms play a key role in operating parallel server systems
efficiently. In recent years, the efficiency and even feasibility of the traditional load-balancing
policies is challenged by the rapid growth of the infrastructure, together with the increasing levels
of heterogeneity of the processing servers [1, 2, 3, 4, 5, 6, 7, 8, 9]. Such scaled-out systems (e.g.,
data centers) typically contain, in addition to multiple generations of CPUs (central processing
units) [10], various types of specialized device arrays consisting of devices such as GPUs (graph-
ics processing units), FPGAs (field-programmable gate arrays) and ASICs (application-specific
integrated circuit). These devices operate at significantly higher processing speeds and have dif-
ferent sizes of memories [11, 12, 13, 14, 15]. In these large heterogeneous systems, it becomes
extremely difficult to come up with an effective load-balancing technique, as it is required to
achieve high performance while operating with minimal server state information. In particular,
the rapid sampling of server queue states needed for traditional load balancing involves (1) a
Preprint submitted to Elsevier November 22, 2018



communication bottleneck both at the dispatcher NIC (network interface card) entrance and at
the dispatcher memory, (2) a potentially prohibitive computation complexity at the dispatcher, (3)
an increased computation load at the servers, and (4) an increased network load, potentially lead-
ing to increased network delay and outdated information with poor resulting performance [16].
Given these limitations, queue lengths at the servers cannot be sampled too often. In addition,
the dependence of the job service time on its memory working set and on the server’s available
memory makes it difficult to accurately estimate service rates and makes efficient load balancing
even harder [17].
Related work. When the system state (i.e., the queue length at each of the n servers) is fully
observable at all times, Join-the-Shortest-Queue (JSQ) appears to be a natural policy due to its
appealing versatility and theoretical guarantees [18, 19]. However, this policy is often impractical
in large-scale systems, since it requires to continuously observe the state of all queues. Accord-
ingly, state-of-the-art policies are designed to have considerably less communication overhead
than JSQ. For example, the power-of-choice JSQ(d) policy samples only d < n randomly-chosen
server queues, and sends incoming jobs to the shortest one [20, 21, 22, 23, 24]. However, this
may come at the price of stability when heterogeneous servers are considered; specifically, the
stability region is not achieved by this policy [25, 26]. Another policy is the power-of-memory
JSQ(d,m). In addition to randomly sampling d new queues, JSQ(d,m) also resamples the pre-
vious m shortest queues. It was shown that JSQ(1,1) is stable ([27]). However, our simulations
indicate that JSQ(1,1) performs poorly in terms of job completion time compared to other low
communication policies.

These difficulties have led researchers to seek alternative solutions. A promising recent load-
balancing policy is Join-the-Idle-Queue (JIQ) [28, 29, 25, 30, 31], that acts by choosing an idle
(empty) queue whenever available, and selects a random queue otherwise. In the asymptotic
regime of many servers, JIQ has been shown to achieve vanishing steady-state probability of an
arriving job experiencing blocking while incurring small communication overhead. However,
JIQ can often be unstable in heterogeneous systems, even within the stability region [32].

Recently, Persistent-Idle (PI) was introduced in [32], where the dispatcher always sends jobs
to idle servers, and if there are none, to the server that was idle most recently (more precise details
appear below). It was shown in [32] that this policy achieves the stability region, and that the
communication required to maintain idleness information is small. The model considered there
assumes Bernoulli arrivals and deterministic, constant service capacities (but allows for distinct
capacities across servers).

However, the method of proof developed in [32] does not seem to naturally extend to common
models that are more relevant to several applications, such as batch arrivals (i.e., the number of
jobs that arrive at the dispatcher at a time slot is not limited to {0, 1}, e.g., Poisson(λ)) and non-
deterministic service capacities (i.e., the number of jobs a server can potentially complete at a
time slot is random, e.g., Geometric(µ)).
Contributions. In this paper, we develop a different approach to proving stability, which al-
lows us to handle batch arrivals and varying service capacities in the case of two servers. Our
main theoretical contribution is that PI achieves the stability region even when considering batch
arrivals and varying service capacities. We leave open the question of extending this result to
systems with three or more servers.

The second contribution of this paper is a set of simulation results (Section 4) that compare PI
against the aforementioned policies, for batch arrival and random service capacity systems with
a varying number of servers. The simulations indicate that PI achieves good average and 99th-

2



0.5 0.6 0.7 0.8 0.9 1.0
Normalized load

102

103

Jo
b
s

JSQ
JSQ(2)
JSQ(1,1)
JIQ
PI

(a) Mean number of jobs in the sys-
tem (logarithmic scale).

0.5 0.6 0.7 0.8 0.9 1.0
Normalized load

10−2

10−1

100

101

M
es

sa
g
es

JSQ
JSQ(2)
JSQ(1,1)
JIQ
PI

(b) Communication overhead (loga-
rithmic scale).

0.5 0.6 0.7 0.8 0.9 1.0
Normalized load

10−3

10−2

10−1

100

101

102

M
es

sa
g
es

 p
er

 t
im

e 
sl

o
t

better

PI

JIQ

JSQ(2)

JSQ(1,1)

JSQ

JSQ
JSQ(d)
JSQ(d,m)
JIQ
PI

(c) Communication overhead vs.
stability.

Figure 1: Performance of different policies in a time-slotted heterogeneous system with n = 11 servers. At each time
slot a Pois(λ) RV determines the number of jobs arriving at the dispatcher, i.e., batch arrivals. The number of jobs that
server i can potentially complete at a time slot is given by a Geom(µi) RV, i.e., random service capacity. Specifically, we
consider a single strong server with rate µ = 10 and 10 weaker servers with rate 1. (a) shows the instability of JSQ(2)
and JIQ, together with the poor performance of JSQ(1, 1) that accumulates 5–10× more jobs at moderate loads. In
contrast, PI achieves a reasonable performance, even when compared to JSQ. (b) illustrates the communication overhead
as a function of the offered load. JSQ prohibitively needs to sample all of the n server queues at each time slot. On the
other hand, as the load increases, the communication overhead of PI becomes negligible. (c) depicts the tradeoff between
performance and communication overhead. It plots the maximum load at which each algorithm appeared to be stable in
simulations against its required communication overhead. It also includes the full range of JSQ(d = 2 . . . n) power-of-
choice policies and JSQ(d = 2 . . . n,1) power-of-memory policies to illustrate the tradeoffs available to load-balancing
designers. As seen above, only JSQ, JSQ(d,1) and PI achieve stability within the entire capacity region, and PI does so
with a negligible control overhead at high loads.

percentile delays across a wide range of settings. For example, in a heterogeneous system with
110 servers and Pareto arrivals at a load of 90%, PI improves the 99th-percentile job completion
time by 2× when compared to JSQ(1,1) and by 2.9× when compared to JIQ (beyond a load of
96.5% JIQ becomes unstable). Figure 1 illustrates the performance of a simple heterogeneous
system with n = 11 servers, including 10 regular servers and one accelerator that works at
10× the speed (refer to Section 4 for the full simulation settings). It illustrates how JSQ(2) and
JIQ suffer from instability, JSQ(1,1) provides poor performance, and JSQ requires a substantial
communication overhead. On the other hand, PI appears to achieve the stability region with good
performance and low communication overhead.

The remainder of this paper is organized as follows. Section 2 contains the system model
and the definition of the PI policy. Section 3 contains our main theoretical result, namely, the
stability of PI in a two server system. Section 4 contains the simulation results, comparing PI to
other state-of-the-art policies. Finally, the conclusions appear in Section 5.

2. Persistent-idle policy

2.1. System model

Model. We consider a time-slotted parallel-server system model with a single dispatcher and n
heterogeneous work conserving servers. New jobs arrive at the dispatcher, which must immedi-
ately decide on a server to which they will be assigned in the same time slot. Each server has an
unbounded buffer to store the jobs in its queue. Finally, we assume the communication between
the dispatcher and the server take a negligible amount of time.
Idle tokens. A single idle token is associated with each server. Thus, the total number of idle
tokens in the system is n. Each idle token can be held by either the corresponding server or
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the dispatcher. Once a server becomes idle, i.e., once its queue becomes empty, it sends its idle
token to the dispatcher. Similarly, when the dispatcher chooses an idle server as a destination for
a job, it figuratively sends the idle token back to this server along with the job. In practice, an
idle server that receives a job knows that it got its idle token back.

2.2. PI policy

Dispatcher state. The dispatcher stores (1) the incoming server idle tokens, and (2) the identity
of the last server to which it sent jobs, denoted as Last-Idle. At the first time slot, the identity of
the Last-Idle server is chosen arbitrarily.
Dispatcher policy. Upon the arrival of jobs at the beginning of a time slot, the dispatcher checks
whether it owns idle tokens:

• If it does, it chooses one of the corresponding servers using some tie breaking rule (e.g.,
by lower index or randomly), updates the Last-Idle to the corresponding server, and sends
all the arrived jobs to the updated Last-Idle server (along with its idle token).

• Otherwise, the dispatcher keeps the Last-Idle unchanged and persistently sends the arrived
jobs to the Last-Idle server; namely, the server that was idle most recently.

Servers. Each server keeps a FIFO queue for incoming jobs. As long as a server has pending
jobs, it owns its idle token and no communication overhead between the server and the dispatcher
is required. Once a server becomes idle, it immediately sends its idle token to the dispatcher to
inform about its idleness and availability for new jobs. Then, it waits for new jobs, without any
further communication.
Communication overhead. The communication overhead consists only of idle tokens passed
from the servers to the dispatcher. It respects two different bounds: (1) it is at most a single
message per job (a necessary condition for a transmission of an idle token is the completion of
a job), and (2) the number of messages passed up to time slot t is at most t (the dispatcher can
return only one idle token per time slot). Note that the same bounds apply for any idle token
based policy (e.g., JIQ).

3. Stability with two heterogeneous servers

3.1. Overview

Often, a useful approach to proving stability relies on the construction of a Lyapunov func-
tion, mapping the state space to [0,∞), that satisfies a drift condition within a single time step,
outside of some compact set. However, this approach does not appear to be directly applicable
for the model under consideration. As discussed at length in [32], the main difficulty arises when
considering states where one queue length is large while the other is close to zero. It is possi-
ble that the large queue length belongs to the Last-Idle server, which receives all of the work.
Moreover, the reliance on remembering the Last-Idle server prevents us from classically looking
at only the queue states as a Markov chain, since there is a hidden long-term memory of the
Last-Idle server that impacts the analysis.

The proof in [32] relies on sampling the underlying Markov chain at times at which the
identity of the Last-Idle server may change. Indeed, since the service capacities are deterministic,
given the current system state, the next such time is deterministic as well. This observation allows
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Figure 2: Queue lengths dynamics under PI and JSQ in a 2-server heterogeneous system. The strong server 1 has rate
10, the weaker server 2 has rate 1 and the normalized load is 10.1/11 ≈ 92%. The arrows point at the queue length
evolution over time. (PI) The PI plot starts with server 1 as the Last-Idle with about 30 jobs in its queue, while the queue
of server 2 has about 125 jobs (i.e., (Q1, Q2) = (30, 125)). Therefore, as long as server 2 is not idle, server 1 gets all
the incoming jobs, even when it is not idle anymore. At first, server 1 processes them fast enough such that it becomes
idle a few times. Then, its queue size increases. Meanwhile, server 2 does not get any jobs, and therefore its queue size
randomly decreases, until it empties at (Q1, Q2) = (151, 0). Server 2 then becomes the Last-Idle server, while server
1 quickly processes its jobs (we can see that Q1 goes down faster than Q2 previously did), until server 1 becomes idle
again at (Q1, Q2) = (0, 135). Therefore, PI essentially keeps bouncing back from one axis to the other. (JSQ) As
expected, JSQ pushes the queue lengths towards the diagonal line where Q1 = Q2. Since the first server is stronger,
JSQ tends to stay on the left upper side of the diagonal, and the first server becomes idle for a few times.

to obtain a state dependent drift. However, in the model considered in this paper, since the service
capacities are random, the above argument fails.

Our proof combines several tools. We consider the dynamics of the model as a Markov
process with state description that includes queue length information as well as the Last-Idle
server. We were unable to come up with a function that may serve as a Lyapunov function
adhering to the negative drift condition in a single-step. Instead, we rely on a technique that
allows one to verify such a condition over a sufficiently long fixed time period. In verifying this
condition, an important role is played by a suitable reflected random walk, for which we provide
a bound on its average drift over time. Figure 2 provides some intuition on the behavior of queue
lengths under PI in a two-server heterogeneous system compared to that of JSQ. It illustrates
how under PI the queue length of the Last-Idle server follows a reflected random walk, while the
queue length of the other server randomly decreases.

3.2. Notation and definitions

Arrivals. The system evolves in discrete time t ∈ N. The job arrival process is given by a
sequence of i.i.d. random variables (RVs) {a(t)}∞t=0. Namely, at each time slot t, a(t) jobs arrive
at the dispatcher. We assume non-zero probabilities P (a(0) = k) > 0 for k = 0 and k = 1 to
avoid dealing with a periodic Markov chain. We denote the mean and standard deviation of a(0)
by λ and σa, respectively.
Servers. We consider two work-conserving servers, each with its own unbounded FIFO queue
holding pending jobs. The service process of server i ∈ {1, 2} is given by a sequence of i.i.d.
RVs {si(t)}∞t=0, representing the potential number of jobs that a server can complete in a time
slot. We assume that the service capability of each server is bounded, i.e., there exists smax such
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that si(t) ≤ smax for all i and t. We also assume for each i that P (si(0) = k) > 0 for k = 0
and k = 1. We denote the mean and standard deviation of si(0) by µi and σsi , respectively.
Queue lengths. Let Qi(t) denote the number of pending jobs in queue i at the beginning of time
slot t, before any arrivals and departures. Define Q(t) = (Q1(t), Q2(t)), and Q = (Q(t))∞t=0.
Last-Idle. Denote σi(t) as the last time slot at which server i is idle before time slot t. Formally,

σi(t) = max{s ≤ t : Qi(s) = 0},

where if the set is empty, σi(t) = 0. Then, the Last-Idle server at time t is given by

LI(t) = argmaxi{σi(t)},

where in case of a tie, the Last-Idle server is chosen by some tie-breaking rule. For ease of
exposition, we assume that the tie-breaking rule is that the Last-Idle server is chosen to be the
idle server with the lowest index. Define the Last-Idle process as LI = (LI(t))∞t=0.
PI policy. At time slot t, the PI dispatcher assigns arriving jobs to the server specified by LI(t).
Dynamics. The queue length and Last-Idle processes satisfy the following recursions,

Qi(t+ 1) = [Qi(t) + a(t)1{LI(t)=i} − si(t)]+

LI(t+ 1) =

{
LI(t), if Qj(t+ 1) > 0 ∀j,
min{j : Qj(t+ 1) = 0}, otherwise.

(1)

Equation (1) describes the evolution of the process

X = (Q,LI).

This equation expresses X(t+ 1) in terms of X(t) and (a(t), s1(t), s2(t)). Since the latter tuple
forms an i.i.d. sequence, it follows that the process X is a Markov chain on the state space

A = N2 × {1, 2}.

A member α of the state space A is of the form

α = (α1, α2, l),

where α1 and α2 are queue lengths, and l is the identity of the Last-Idle server. It follows from
our assumptions that the Markov chain X is irreducible and aperiodic.
Departures. Let di(t) denote the actual number of jobs completed by server i during time slot
t. Note that di(t) ≤ si(t). Then di(t) is given by

di(t) = min{si(t), Qi(t) + a(t)1{LI(t)=i}},

and the first equation in recursion (1) can also be written as

Qi(t+ 1) = Qi(t) + a(t)1{LI(t)=i} − di(t). (2)

We introduce the following notation. For α ∈ A, we write Eα[ · ] and Pα ( · ) for the conditional
expectation E[ · |X(0)=α] and probability P ( · |X(0)=α), respectively.
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3.3. Stability result
Theorem 3.1. Assume λ < µ1 + µ2. Then:
(i) X is positive recurrent. Consequently,
(ii) X has a unique stationary distribution, denoted by πX , and
(iii) For any initial state α ∈ A and any B ⊂ A, Pα(X(t) ∈ B)→ πX(B) as t→∞.

Proof. We prove that there exist a non-negative function f(α), α ∈ A, a positive constant ε, a
positive integer T0 and a finite set A ⊂ A, such that the following inequalities hold:

Eα[f(X(T0))− f(X(0))] < −εT0, if α 6∈ A,
Eα[f(X(T0))− f(X(0))] <∞, if α ∈ A. (3)

By Theorem 2.2.4 of [33], (3) implies the positive recurrence of the Markov chain X , proving
part (i) of Theorem 3.1. Note that [33] defines ergodic as positive recurrent, and that the result
requires that the chain is irreducible and aperiodic, which we confirmed previously. Part (ii) then
follows by I.3.6 of [34]. Finally, by the ergodic theorem for Markov chains, Theorem I.4.2 of
[34], part (iii) follows because the chain is aperiodic.

To prove (3), we start by specifying the choices of f, ε, T0 and A. We choose the function
f : A → N as the sum of the queue lengths. Specifically, for each α ∈ A,

f(α) = f(α1, α2, l) = α1 + α2.

Since λ < µ1 + µ2, there exists δ > 0 such that λ+ δ = µ1 + µ2. Fix

ε = min{µ1, µ2, δ}/2. (4)

Let
C = 2

√
σ2
a + σ2

s1 + σ2
s2 , (5)

and fix a large enough T0 such that C
√
T0 + smax ≤ εT0, or written differently,

−min{µ1, µ2, δ}T0 + C
√
T0 + smax ≤ −εT0. (6)

Finally, define
A = {α = (α1, α2, l) ∈ A : max{α1, α2} ≤ smaxT0}. (7)

We begin with the second inequality in (3). For ease of exposition define Y (t) = f(X(t)),
and denote

∆Y (t1, t2)
4
= Y (t2)− Y (t1) = f(X(t2))− f(X(t1)).

For any α ∈ A, the difference in the sum of the queue lengths is upper-bounded by the number
of arrivals,

∆Y (0, T0) ≤
T0−1∑
t=0

a(t).

Therefore
Eα[∆Y (0, T0)] ≤ λT0 <∞.

Next, to prove the first inequality in (3), consider an initial state X(0)=α such that α 6∈ A.
By the definition ofA, we have αi > smaxT0 for at least one server i. Without loss of generality,
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assume i=1. Since smax is the maximum number of jobs that server 1 can complete in a time
slot, its queue length cannot hit zero within T0 time slots. However, the queue length at server 2
may hit zero during this time period. Define the first time that queue 2 hits zero as

σ̂ = inf{t : t ≥ 0, Q2(t) = 0}, (8)

where the infimum over the empty set is∞. Note that σ̂ is not necessarily in [0, T0]. Define

σ = σ̂ ∧ T0. (9)

Note that σ < T0 means that queue 2 hits zero during [0, T0 − 1]. If σ = T0, then queue 2 is non
empty during [0, T0 − 1] and may be empty at time slot T0. By definition of ∆Y we obtain

Eα[∆Y (0, T0)] = Eα[∆Y (0, σ)] + Eα[∆Y (σ, T0)], (10)

where we use the conventions that if a > b, then
∑b
a = 0 and [a, b] = ∅. The argument proceeds

by analyzing the members of the right-hand side of (10) separately. By the definition of T0,
regardless of the identity of the last-idle server l at time 0, queue 1 does not hit zero during the
interval [0, T0]. Therefore,

d1(t) = s1(t) for t ∈ [0, σ − 1].

In addition, since σ is the first time queue 2 is empty, it holds that

d2(t) = s2(t) for t ∈ [0, σ − 2].

We next use the fact that the difference between s2 and d2 is at most smax to obtain the
following upper bound,

∆Y (0, σ) =

σ−1∑
t=0

(
a(t)− d1(t)− d2(t)

)
≤
σ−1∑
t=0

(
a(t)− s1(t)− s2(t)

)
+ smax. (11)

Define g(t)
4
= a(t)− s1(t)− s2(t). Note that

σ−1∑
t=0

g(t) =

T0−1∑
t=0

g(t)1{t<σ}. (12)

The random variable 1{t<σ} equals zero if queue 2 hit zero during [0, t], and equals one other-
wise. Since we look at the queue length at the beginning of each time slot, the value of 1{t<σ}
is determined by the primitive random variables a, s1 and s2 during [0, t − 1], which are in-
dependent of a(t), s1(t) and s2(t). Hence, g(t) and 1{t<σ} are independent random variables.
Therefore,

Eα

[
T0−1∑
t=0

g(t)1{t<σ}

]
=

T0−1∑
t=0

Eα[g(t)]Pα(t < σ). (13)

Now, since a, s1 and s2 are independent of the initial state α, we obtain

Eα[g(t)] = E[g(t)] = λ− µ1 − µ2 = −δ. (14)
8



By definition,
T0−1∑
t=0

Pα(t < σ) = Eα[σ]. (15)

Using (11), (12), (13), (14) and (15), we obtain

Eα[∆Y (0, σ)] ≤ −δEα[σ] + smax. (16)

Next, ∆Y (σ, T0) satisfies,

∆Y (σ, T0) =

T0−1∑
t=σ

(
a(t)− d1(t)− d2(t)

)
=

T0−1∑
t=σ

(
a(t)− d2(t)

)
−
T0−1∑
t=σ

s1(t). (17)

We use the same arguments as in (12), (13) and (15) to obtain

Eα

[
T0−1∑
t=σ

s1(t)

]
= µ1(T0 − Eα[σ]). (18)

We turn to analyze the first member of the right-hand side of (17). Define,

R(s, T )
4
=

T−1∑
t=s

(
a(t)− d2(t)

)
. (19)

By our conventions,
R(T, T ) = 0. (20)

Write

Eα[R(σ, T0)] =

T0∑
y=0

Eα[R(σ, T0)|σ = y] · Pα(σ = y). (21)

By Lemma 3.2, whose statement and proof appear below, it holds that

Eα[R(σ, T0)|σ = y] ≤ [λ− µ2]+(T0 − y) + C
√
T0. (22)

Using (22) together with (17), (18), (21) and the fact that,

[λ− µ2]+ − µ1 = [µ1 − δ]+ − µ1 = −min{µ1, δ},

we obtain
Eα[∆Y (σ, T0)] ≤ −min{µ1, δ}(T0 − Eα[σ]) + C

√
T0. (23)

Finally, by (10), (16) and (23), we obtain

Eα[∆Y (0, T0)] ≤−min{µ1, δ}T0 + (min{µ1, δ} − δ)Eα[σ]

+ C
√
T0 + smax

≤−min{µ1, µ2, δ}T0 + C
√
T0 + smax

≤− εT0, (24)

where the last inequality is due to the specific choice of T0 in (6). This concludes the proof.
9



Lemma 3.2. We have

Eα[R(σ, T0)|σ = y] ≤ [λ− µ2]+(T0 − y) + C
√
T0, (25)

where C is defined in (5).

Proof. By (20), for y = T0, the bound holds trivially. Next, consider 0 ≤ y < T0. Server 2
starts empty at time slot y, and all of the work is assigned to it during the T0 − y time slots in
[y, T0 − 1]. Therefore, R(y, T0) is the position of a reflected random walk starting at zero, after
T0 − y steps and step size a(t)− s2(t) (where y ≤ t < T0). Define the random walk

Sy(t) =

t−1∑
s=y

(a(s)− s2(s)).

By (19) and proposition 6.3 in [34],

R(y, T0) = Sy(T0) + max
t∈[y,T0]

(
−Sy(t)

)
. (26)

Note that Sy(y) = 0. Denote by ρ = λ− µ2 the average step size of the random walk. Then,

max
t∈[y,T0]

(
−Sy(t)

)
= max
t∈[y,T0]

(
−Sy(t) + ρ(t− y)− ρ(t− y)

)
≤ max
t∈[y,T0]

(
−Sy(t) + ρ(t− y)

)
+ max
t∈[y,T0]

(
− ρ(t− y)

)
≤ max
t∈[y,T0]

|−Sy(t) + ρ(t− y)|+ [−ρ]+(T0 − y) (27)

The first term in the right-hand side of (27) is the maximum of the absolute value of a centered
random walk, which we denote by

Ŝy(t)
4
= −Sy(t) + ρ(t− y).

Since Ŝ is a martingale, by the Lp maximum inequality (Theorem 5.4.3 of [35]) with p = 2,

E[(max |Ŝy(t)|)2] ≤ 4(σ2
a + σ2

s2)(T0 − y). (28)

Using Jensen’s inequality, we obtain

E[max |Ŝy(t)|] ≤
√

4(σ2
a + σ2

s2)(T0 − y)

≤ 2
√

(σ2
a + σ2

s1 + σ2
s2)
√
T0

= C
√
T0 (29)

By (26), (27), (29) and the fact that E[Sy(T0)] = ρ(T0 − y),

E[R(y, T0)] ≤ ρ(T0 − y) + [−ρ]+(T0 − y) + C
√
T0

= [ρ]+(T0 − y) + C
√
T0

= [λ− µ2]+(T0 − y) + C
√
T0. (30)

This concludes the proof.
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Figure 3: PDF, CDF and CCDF of the job completion time at 80% normalized load for the heterogeneous case with one
strong server and ten slower servers. Note that the PDF and CCDF are in log scale. JSQ(2) is unstable and therefore
not shown. (a) The PDF shows how the probability density for PI decreases faster at the tail than for JSQ(1,1) and JIQ.
We also note the two-humped shape of JSQ(1,1), which may be related to whether the server in memory is a slow or a
fast one. Indeed, we found that this phenomena does not occur in the homogeneous case (not displayed). (b) the CDF
shows that PI is close to JSQ up to about the 80th percentile; (c) and the CCDF stresses how PI outperforms the other
algorithms at the 90th and 99th percentiles (corresponding to 10−1 and 10−2 in the CCDF y-axis).
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Figure 4: PDF, CDF and CCDF of the job completion time at 98% normalized load for the heterogeneous case with 11
servers. Note that the PDF and CCDF are in log scale. JSQ(2) and JIQ are unstable and not displayed. (a) The PDF for
JSQ(1,1) declines faster at the tail than for PI; however, (b) the CDF shows how PI out-performs JSQ(1,1) until the 96th
percentile; (c) the CCDF illustrates this more clearly.

4. Evaluation

4.1. Evaluation setup

Algorithms. We evaluate the performance of the PI policy and several policies from the litera-
ture: Join-the-Shortest-Queue (JSQ) [18, 19], the power-of-choice JSQ(d) [20, 21, 22, 23, 24],
the power-of-memory JSQ(d,m) [27], and Join-the-Idle-Queue (JIQ) [28, 29, 25, 30, 31].
Arrivals and services. We consider a discrete-time system consisting of one dispatcher and n
heterogeneous servers. A sequence of i.i.d. Pois(λ) RVs (and later a heavy-tailed Pareto RVs
with tail index α = 2 and rate λ) determine how many jobs arrive at the dispatcher at each
time slot. All jobs that arrive at the dispatcher are immediately forwarded to a unique server
within the same time-slot (there is no possibility to load-balance within a time-slot). For every
server i ∈ {1, ..., n}, a sequence of i.i.d Geom(µi) RVs determines the number of jobs it can
potentially process at a time slot. Thus, the processing rate of server i is given by µi. We define
the normalized load as λ/

∑
µi.

Systems. We consider several different scenarios (e.g., heterogeneity and scale) to better un-
derstand the performance of PI in systems with random service capacity. First, we consider a
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heterogeneous setting with 10 servers of rate µ1 = 1 and one strong server (e.g., accelerator) of
rate µ11 = 10. Next, we consider the impact of scale and multiply by 10 the number of servers.
We first evaluate the homogeneous case with 110 servers of rate µ1 = 1. Then, we consider
the heterogeneous case with 100 servers of rate µ1 = 1 and 10 strong servers of rate µ11 = 10.
Finally, we consider the same heterogeneous system with heavy-tailed Pareto arrivals.
Yardsticks. We measure several parameters to monitor performance. First, the mean number
of jobs in the system as a function of the normalized load, to analyze stability and performance.
Second, the mean rate of control messages (e.g., queue sampling messages) as a function of the
normalized load, to evaluate the control communication overhead. Finally, at given normalized
loads, we plot the distributions of the job completion time, to better understand whether the
sticky nature of PI impacts, for instance, the 90th or 99th percentiles of the completion time.

4.2. Heterogeneous case
We start by evaluating the system performance in the heterogeneous case consisting of 1

strong server and 10 slower servers. Figure 3 plots the PDF (probability density function), CDF
(cumulative distribution function) and CCDF (complementary CDF) of the job completion time
at 80% normalized load. JSQ(2) is unstable in this setting and therefore is omitted from this plot.
The results show how PI manages to outperform JSQ(1,1) and JIQ at the median as well as 90th
and 99th percentiles of the job completion time despite its sticky nature. Figure 4 provides the
job completion time distributions at 98% normalized load. JSQ(2) and JIQ are unstable in this
setting and therefore are omitted from this plot. The results show how PI outperforms JSQ(1,1)
until the 95th job-completion-time percentile, but under-performs beyond.

4.3. Homogeneous case at scale
Figure 5 shows the performance in a homogeneous system with 110 identical servers. As

expected, in this scenario all policies appear to be stable. JSQ(2) and JSQ(1,1) perform poorly
compared to the other policies. JSQ, JIQ and PI are indistinguishable until 97% of the maximal
load. The communication overhead of JSQ is two orders of magnitude larger than for the other
policies.

4.4. Heterogeneous case at scale
Figure 6 shows the performance in the scaled-up heterogeneous system. The results are

similar to those in the smaller system (depicted in Figure 1). For high loads, JIQ performs poorly
compared to PI and appears to be unstable. JSQ(2) appears to be unstable even at moderate
loads. JSQ(1,1) appears to be stable but performs poorly compared to PI at any load (note the
logarithmic y-scale). Figure 7 displays the CCDF of the job completion time in the scaled-up
heterogeneous system, at 80% and at 96% normalized loads (such that JIQ is still stable). As
the load increases, the 90th and 99th percentiles of the completion time under JSQ(1,1) and JIQ
are higher than under PI. As expected, the communication overhead of JSQ is by two orders of
magnitude larger compared to the other policies.

4.5. Heterogeneous case with Pareto arrivals
We now consider again the heterogeneous system with 110 servers, but with a more realistic

data-center heavy-tailed arrival process [36]. Specifically, we use the Pareto distribution with a
tail index of α = 2. Figure 8(a) shows results that are similar to the previous case. JSQ(1,1), PI
and JSQ appear to be stable. Figure 8(b) displays the CCDF of the job completion time at 90%
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Figure 5: Performance evaluation in an homogeneous setting with 110 identical servers of rate 1. As expected, all
policies appear to be stable in this scenario. (a) The mean number of jobs is similar for JSQ, JIQ and PI. There is a slight
advantage to JIQ over PI at the highest loads. Both JSQ(2) and JSQ(1,1) show poor performance, with a clear advantage
to JSQ(2). (b) The control overhead of JSQ is larger than the overhead in other algorithms by two orders of magnitude,
reflecting its impractical nature at scale. The control overhead of both JIQ and PI dips as the load approaches the capacity
region.

0.5 0.6 0.7 0.8 0.9 1.0
Normalized load

104

105

106

Jo
b
s

JSQ
JSQ(2)
JSQ(1,1)
JIQ
PI

(a) Mean total number of jobs.

0.5 0.6 0.7 0.8 0.9 1.0
Normalized load

10−1

100

101

102

M
es

sa
g
es

JSQ
JSQ(2)
JSQ(1,1)

JIQ
PI

(b) Communication overhead.

Figure 6: Performance evaluation in the scaled-up heterogeneous case with 110 servers, i.e., 10 strong servers of rate 10
and 100 weaker servers of rate 1. The results are similar to those of the heterogeneous case with 11 servers depicted in
Figure 1. (a) Again, JSQ(2) and JIQ appear to be unstable, although the critical load for JIQ is now higher. In addition,
the performance of JSQ(1,1) continues to be poor compared to PI. (b) The communication overhead of JSQ is by two
orders of magnitude larger compared to the other policies.

normalized load. The 99th percentile of the completion time for PI is lower by 2.9× than for JIQ
and by 2× than for JSQ(1,1).

5. Conclusions.

This paper considers PI in a model with batch arrivals and random service capacity. Out main
theoretical result is the stability of PI in a two server system. Since the technique presented in
[32] does not seem to extend to the considered model, we used a different approach that relies
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Figure 7: CCDF of the scaled-up heterogeneous case with 110 servers. (a) CCDF at 80% normalized load. PI follows JSQ
surprisingly closely, until the 99.99th job-completion-time percentile (i.e., 10−4 in the CCDF plot). JIQ also performs
similarly, under-performing then out-performing PI. However, the performance of JSQ(1,1) is poor, with about an order
or magnitude higher delay at most percentiles. (b) CCDF at 96% normalized load (this load is chosen so that JIQ is still
stable). JSQ(1,1) performs poorly. JIQ’s completion time exceeds that of PI by more than 3× at the 90th percentile (i.e.,
10−1).
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Figure 8: Performance evaluation in the scaled-up heterogeneous system with heavy-tailed Pareto arrivals. (a) JSQ(2)
appears to lose stability at 60% normalized load. JIQ shows similar performance to PI and JSQ, but degrades as the load
increases (it appears to be unstable beyond 96.5%). JSQ(1,1) shows poor performance at reasonable loads, but performs
surprisingly well just before the critical load; (b) illustrates the job completion time CCDF at 90% normalized load. PI
closely follows JSQ. The 99th delay percentile of PI is by 2.9× lower than for JIQ and by 2× lower than for JSQ(1,1).

on analyzing the queue dynamics over sufficiently long time intervals.
The second contribution of this paper is a set of simulation results that compare PI to other

state-of-the-art policies. Simulation results indicate that the performance of JSQ(2), JSQ(1,1)
and JIQ is sensitive to system parameters (e.g., service heterogeneity and system size). PI, on
the other hand, performs well for all tested system parameters. Moreover, when the number of
servers is large, the policy achieves a good balance between performance and communication
overhead, including for the average and 99th-percentile job completion time.
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