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Abstract
The goal of this paper is to apply two groundbreaking scal-
ing transformations from the computing packaging indus-
try to internet routers: heterogeneous integration of High-
Bandwidth Memories (HBMs) and chiplets, as well as in-
package optics. We propose a novel internet router architec-
ture that leverages these technologies to realize a petabit/sec
router in a single integrated package. We first introduce a new
Split-Parallel Switch (SPS) architecture that spatially splits
(without processing) the incoming fibers and distributes them
across smaller independent switches. Then, we design these
smaller switches as novel shared-memory HBM switches.
We show how a Parallel Frame Interleaving (PFI) algorithm
packs traffic into frames and accesses the HBM banks in a
cyclical staggered interleaved way to reach HBM peak data
rates. We further explain why these new technologies repre-
sent a paradigm shift in the design of future internet routers.
Finally, we highlight that power consumption may constitute
the main scaling bottleneck.
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1 Introduction
The goal of this paper is to apply two major scaling transfor-
mations from the computing packaging industry to internet
routers, by introducing a novel router architecture that can
harness these emerging technologies.
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The computing industry has recently needed to deal with
the slowing pace of doubling transistor density below Moore’s
law, and the increasing power density with the breakdown
of Dennard scaling. It has also faced sharply increased de-
mands due to the explosive rise in computing workloads from
generative AI applications. To address these challenges, it is
undergoing two radical changes.

First, it relies on heterogeneous integration within pack-
ages, which enables the co-packaging of potentially many 3D
stacks of High-Bandwidth Memories (HBMs) [58] and many
processing dies called chiplets in the same heterogeneously
integrated package. HBM is a critical enabling technology
that provides enormous memory capacity and bandwidth in a
single 3D stack with a small footprint. Current HBM stacks
only have a footprint of 11 mm × 11 mm [21], significantly
less than typical package sizes of 200 mm × 200 mm, and
even less than the 500 mm × 500 mm that have been demon-
strated with panel-scale glass substrates [28]. HBM4 technol-
ogy [34, 39] provides up to 64 GB of memory capacity and
20.48 Tb/s of memory bandwidth per stack. The integration
of many HBM stacks on a panel-scale substrate could provide
many terabytes of memory capacity and petabits/second of
memory bandwidth in a single package. Similarly, panel-scale
substrates also enable the incorporation of many chiplets to
handle the packet processing.

Another critical emerging technology to continued scaling
is in-package optics and photonics interposers [22, 42, 43].
With the enormous increase in compute and memory capaci-
ties made possible by panel-scale integration of HBM stacks
and processing chiplets, the industry has turned to optical I/O
to get huge amounts of data in and out of a package as well
as optical communications within the package [22, 42, 43].
Today, photonics packaging with 16 fiber-ribbon arrays, 16
fibers per array, and 8 wavelengths per fiber can already de-
liver 114 Tb/s of optical I/O [22, 42, 43]. As this technol-
ogy continues to advance, fiber ribbon arrays of up to 64
fibers [22] and 32 wavelengths per fiber [12, 56] are expected,
delivering another order of magnitude of data rates to achieve
petabit-scale optical I/Os.

These emerging technologies in combination have
prompted us to rethink internet router architectures in the age
of in-package optics and heterogeneous integration. We pro-
pose a novel internet router architecture that leverages them
to realize a petabit/sec router in a single integrated package.
Our design is built upon two key architectural contributions:
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(1) First, we propose a Split-Parallel Switch (SPS) archi-
tecture that spatially splits (without processing) the incoming
fibers across 𝐻 smaller independent switches. This differs
from load-balanced router architectures and other demand-
oblivious designs [38, 47, 48] that require electronic packet-
by-packet load-balancing to the smaller switches, from par-
allel packet switch architectures [31] that must coordinate
among the smaller switches, and from mesh-based archi-
tectures that waste significant I/O capacity and power on
interconnecting the smaller switches [10, 61]. SPS exploits
the fact that data arrives to our router-in-a-package as op-
tical signals. It enables the Optical-to-Electrical (O/E) and
Electrical-to-Optical (E/O) conversions to occur only once,
within the smaller switches.

(2) Our second major contribution is the design of the
smaller switches as novel shared-memory HBM switches.
With a small speedup, they can mimic an ideal output-queued
shared-memory architecture, the holy grail of router archi-
tectures that can handle arbitrary admissible traffic at 100%
throughput with work conservation, and for which there is
no known algorithm that works at these speeds. These HBM
switches differ from prior shared-memory switch architec-
tures [7, 30, 54, 55] in that they take advantage of the capa-
bilities of modern HBMs to provide impressive switching
and buffering capabilities. To leverage them, the new Paral-
lel Frame Interleaving (PFI) algorithm (i) packs traffic into
frames large enough to leverage the enormous bandwidth
made possible by HBMs via their ultra-wide interfaces and
parallel memory banks; (ii) accesses memory in a cyclical
staggered bank interleaved way that can reach peak data rates;
and (iii) relies on cyclical crossbars to avoid any scheduling.

Combining these contributions leads to a potential increase
in the router capacity per area by 1-2 orders of magnitude
vs. current router implementations. We further explain why
these new technologies and our suggested architecture form a
paradigm shift in how we should conceive and design internet
routers. In particular, they impact router buffer sizing and
management. Going forward, we argue that the main scaling
bottleneck may be power consumption, and encourage the
community to examine ways to reduce it.

2 Top-Level Split-Parallel Switch
2.1 Design process
We start by describing the thought process that led to our
Split-Parallel Switch (SPS) design. We mention the leading
alternatives in the literature and explain why they do not fit
our goals of providing a high throughput with a reasonable
power consumption.

Design 1. The simplest design for an 𝑁 × 𝑁 router consists
of a single centralized switch fabric.

Challenge 1. A single centralized switch cannot keep up with
our needed high rates, as it would need prohibitive switching
rates as well as memory access rates.

Idea 1. In an 𝑁 × 𝑁 router, we want to introduce 𝐻 smaller
switches to decompose the switching work of our large router
into 𝐻 smaller conceptual routers.
Design 2. A standard approach with a large number 𝐻 of
smaller switches is to organize them in a

√
𝐻 ×

√
𝐻 two-

dimensional mesh configuration, i.e., each smaller switch is
connected to its adjacent neighbors in the same row or column.
Incoming packets enter some smaller switch, and pass through
a number of intermediate smaller switches before exiting.
Challenge 2. Passing through the many intermediate hops
wastes a significant portion of the link and switch capacity,
and power. For instance, in a 10 × 10 mesh, the guaranteed
capacity is at most 20% of the total capacity for an arbitrary
admissible traffic pattern, wasting 80% of the capacity and
power [61]. A recent work [10] proposes to add instead extra
I/Os to the switch chiplets to implement the pass-throughs.
Still, the number of required extra I/Os would be substantial.
Idea 2. We want to make sure that each packet goes through
a number of hops that does not grow with 𝐻 .
Design 3. We can adopt a three-stage network configuration,
such as a Clos network with three stages of 𝐻/3. Using this
design, we could schedule packets using a load-balanced
router approach or another demand-oblivious schedule [38,
47, 48], or a parallel packet switch architecture [31].
Challenge 3. These approaches assume that each input can
adopt a packet-by-packet load balancing, and each output
can implement a reordering buffer. These are near-impossible
to implement in optics, so in practice, all three stages will
need electronics. In addition, within the package, we cannot
organize all the smaller switches next to each other, so we will
also need additional optical waveguide-based links between
consecutive logical switches. Thus, a three-stage architecture
would need three electronic stages separated by optics, i.e.,
three OEO conversion stages that would increase the power
consumption, both because of the conversions themselves
and because the three stages split the processing and memory
functions into more chiplets.
Idea 3. Organize the 𝐻 switches such that a single OEO
conversion is needed, i.e., make sure that all the electronic
processing for a packet is confined within a single switch.
Design 4. We propose to organize our 𝐻 smaller switches
as 𝐻 parallel switches, such that any incoming packet only
accesses a single smaller switch and goes through a single
OEO conversion. We cannot use electronics to load-balance
packets among the 𝐻 stages, because it would add an OEO
conversion. Thus, we rely on a poor man’s solution of evenly
splitting the incoming fibers at each input. We assign 1/𝐻 -th
of the fibers to each switch. That is, given 𝐹 fibers per input,
we split the fibers in a straightforward manner by connecting
the first 𝐹/𝐻 fibers that enter each input to the first switch, etc.
This solution is non-optimal and does not guarantee a perfect
load-balancing as in electronic per-packet load-balancing. In
fact, the uneven distribution across smaller switches operating
at a reduced capacity may potentially lead to packet losses.
This is the cost of having a single OEO stage.
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Figure 1: The SPS architecture.

Challenge 4. Our architecture satisfies our power goals, but
the straightforward fiber splitting has a couple of issues:
(1) Practically, the first fiber of each input is typically con-
nected first, and therefore has a higher load. Thus, the above
splitting pattern typically causes a higher load in the first
switch, yielding a poorer load-balancing. (2) In addition, an
adversarial attacker could exploit the known internal split-
ting pattern of the fibers even without knowing the specific
internal aspects of the router.
Idea 4. We use a pseudo-random pattern to pick the 𝐹/𝐻
fibers that connect each input to each middle switch.

2.2 Architecture
In this section, we describe the SPS architecture. We param-
eterize the dimensions so that it can be scaled to different
capacities, and illustrate them with a set of implementation
parameters that achieve a petabit total I/O in a single package.
Modules. Fig. 1 illustrates the SPS architecture that fits on
a single package. The package includes 𝑁 = 16 fiber-ribbon
arrays. Each such array comprises 𝐹 = 64 fibers. Thus, there
are 𝑁 · 𝐹 = 1, 024 fibers per package.

Each fiber carries 𝑊 = 16 input wavelength-division-
multiplexing (WDM) channels, of bandwidth 𝑅 = 40Gb/s
each. Likewise, for better packaging, each of the same 𝑁 = 16
fiber ribbons also serves as the egress of the package, with
each fiber also carrying a separate set of 𝑊 = 16 wave-
lengths as output WDM channels. Overall, a package offers
𝑁 · 𝐹 ·𝑊 · 𝑅 = 655Tb/s of I/O in each direction, i.e., a total
I/O of 1.31 Pb/s.

Within the package, there are 𝐻 = 16 parallel 𝑁 × 𝑁 HBM
switches. Each such switch must support 1/𝐻 = 1/16th of the
total I/O, i.e., 2(𝑁 · 𝐹 ·𝑊 · 𝑅)/𝐻 = 81.92 Tb/s of memory
I/O. The HBM switches include several HBM stacks (§ 3.2).

At each fiber ribbon, wavelengths coming through the 𝐹
optical fibers are passively coupled to the corresponding
wavelengths in the 𝐹 internal WDM waveguides via opti-
cal couplers for continuing the optical signal propagation
within the package. From each ribbon, a pseudo-random set
of 𝛼 = 𝐹/𝐻 = 4 WDM waveguides is connected to each of
the 𝐻 = 16 smaller HBM switches. Likewise, at the egress,
𝛼 = 𝐹/𝐻 = 4 WDM waveguides are received from each HBM
switch at each output fiber ribbon.

Figure 2: Packaging view of SPS on a 2.5D photonics
interposer.

Operation. All traffic incoming at some fiber of some input
fiber ribbon is propagated through its corresponding waveg-
uide, and arrives at one of the HBM switches. There, as
detailed in § 3.2, the HBM switches convert the optical signal
into an electronic signal, extract the packets, and switch them
to the HBM switch egress corresponding to their output fiber
ribbon. They are then reconverted into an optical signal, sent
in one of the waveguide channels for this output ribbon, and
forwarded through the corresponding egress fiber.
Packaging. Fig. 2 shows a possible layout within a 2.5D
photonics interposer. The 𝑁 = 16 fiber ribbons could be
organized as 4 arrays on each side, while the 𝐻 = 16 HBM
switches could be arranged as a 4 × 4 matrix in the middle.
For clarity, only the WDM waveguides connected to the first
fiber ribbon are outlined.
Modularity. The SPS architecture enables a modular ap-
proach, from a single dense 1.31 Pb/s I/O package with 16
HBM switches, to 16 parallel packages of 1/16th the capacity.

3 HBM Switch
3.1 Design process
We now describe the design of the smaller HBM switches.
Challenge 5. Although the SPS architecture introduced in § 2
splits incoming traffic across 𝐻 smaller switches operating
in parallel, each 𝑁 × 𝑁 smaller switch must still handle a
significant load of 1/𝐻 = 1/16th of the total traffic. This
translates into a total incoming and outgoing traffic of 2(𝑁 ·
𝐹 ·𝑊 · 𝑅)/𝐻 = 81.92 Tb/s.
Idea 5. To support this large combined data rate, we propose
to use modern HBMs.
Design 5. Our reference design, called the HBM switch, uses
the HBM4 technology [34, 39] that provides a 2, 048-bit ultra-
wide interface organized as 32 channels of 64 bits each. Re-
cently announced HBM4 commercial offerings [3, 19, 27]
have exceeded the HBM4 standard by achieving over 10 Gb/s
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per bit for a total bandwidth of 2, 048 · 10 Gb/s = 20.48 Tb/s.
By grouping 𝐵 = 4 HBM stacks, we obtain 4 · 20.48 Tb/s =
81.92 Tb/s of total bandwidth through 𝑇 = 4 · 32 = 128
parallel channels.

Challenge 6. To use HBMs at peak data rate, memory ac-
cesses need to satisfy complex timing rules for accessing
banks, rows, columns, etc. It is hard to reconcile (1) the
arbitrary and non-uniform traffic patterns that the HBM
switch needs to service with (2) these complex HBM access
rules, while (3) providing strong and predictable performance
guarantees. There are two main approaches in the literature.
One is to provide a very strong theoretical guarantee and
fully implement an ideal output-queued (OQ) shared-memory
switch [7, 30, 54, 55]. However, given current large HBMs,
tracking packet locations (“bookkeeping”) would require pro-
hibitive SRAM sizes of several GBs, and simulating a shadow
ideal switch would incur prohibitive compute requirements.
Another approach is to randomly spread packets across mem-
ory modules [59], then use a large reordering buffer at the
output [57, 62, 66]. This is akin to packet spraying in data-
centers [14, 26, 45, 68].

Unfortunately, both approaches are oblivious to the specific
HBM memory rules and assume worst-case random access
times, leading to a large throughput loss. Specifically, this
worst-case random access needs about 30 ns [34] just to
activate and close (precharge) banks. Giving these approaches
the benefit of the doubt and assuming that they can leverage
the HBM parallel channels, which did not exist 20 years
ago, they would still suffer from throughput reduction factors
ranging from 2.6× for 1, 500-byte packets to 39× for worst-
case 64-byte ones. If they don’t leverage parallel channels,
the reduction can reach 1, 250×.

Idea 6. We aim to aggressively design our switch to operate
at the best-case memory access times rather than the worst-
case. To achieve peak data rates, we need to write at once a
large quantity of data to harness the many parallel channels
available via the HBM’s ultra-wide interface. We also want
this data to have the same output so it can be read and de-
part together. To do so, we propose to aggregate incoming
packets with a shared output destination into frames that can
be efficiently striped across all HBM channels in parallel.
These frames are similar to a shuttle that waits for passengers
to a given destination and departs as soon as it is packed.
Frames can contain packets from different inputs as long as
they share the same output destination, offering flexible aggre-
gation. These frames are inspired by past works on memory
management in single linecards [29] and the uniform frame
spreading (UFS) algorithm in load-balanced routers [37].

Design 6. We devise a Parallel Frame Interleaving (PFI)
algorithm. We outline it next before detailing it in § 3.2.

(1) Frame aggregation. PFI aggregates traffic in two stages.
First, at each input, variable-size packets arrive at per-output
queues, where they are cut and assembled into fixed-size
batches of 𝑘 = 4 KB. Then, at an intermediate buffering stage,

batches enter per-output queues, where they are assembled
into 𝐾 = 512 KB frames of 𝐾/𝑘 = 128 batches.
(2) Slicing. To prepare for the highly parallel HBM memory
accesses, PFI implements the intermediate buffering stage
by slicing each batch into 𝑁 equal chunks that are placed in
𝑁 parallel intermediate memory modules. Inspired by prior
load-balanced switch architectures [37, 38, 44, 67] that do not
require switch-fabric scheduling, PFI uses an 𝑁 × 𝑁 cyclical
crossbar between the 𝑁 inputs and the 𝑁 memory modules.
The crossbar staggers the forwarding of the 𝑁 batch slices
from each input to the 𝑁 intermediate memory modules. Thus,
each frame of 128 batches is also sliced into 𝑁 parts.
(3) Bank interleaving. PFI uses predictable and staggered
bank accesses to achieve peak data rates, which is challeng-
ing because frame arrivals are unpredictable. To do so, we
introduce the idea of partitioning the set of banks into disjoint
bank interleaving groups, defined to be groups of 𝛾 consecu-
tive banks ℓ to (ℓ + 𝛾 − 1). For example, with 𝛾 = 4, 𝐿 = 64
banks are partitioned into 𝐿/𝛾 = 16 consecutive groups of
𝛾 = 4 banks. The first group comprises banks 1 to 4, the sec-
ond banks 5 to 8, etc. Then, given 𝑇 parallel HBM channels
and 𝛾 banks, PFI first writes 1/𝛾 th of the frame into bank
ℓ across all 𝑇 channels, then 1/𝛾 th into bank ℓ + 1, and so
on into all banks in the group in a perfectly staggered bank
interleaving manner. 𝛾 is defined in a way that makes all these
bank accesses independent of each other without breaking
HBM memory access rules.
(4) No bookkeeping. To avoid complex bookkeeping and en-
sure frame ordering, PFI deterministically writes consecu-
tive frames for the same output to consecutive bank groups,
regardless of frame arrival patterns, i.e., the 𝑛-th frame
for a given output is written into bank interleaving group
ℎ = (𝑛 mod (𝐿/𝛾)). On the output side, frames are read in
the same sequence, thus keeping the frame order.
(5) Cyclical output reads. PFI reads the HBM cyclically for
each of the 𝑁 outputs. It then proceeds at the output side
symmetrically to the input side, reading frames from the
HBM as slices across 𝑁 memory modules, cutting them into
sliced batches, sending all batch slices to their output using
an 𝑁 × 𝑁 cyclical crossbar, and finally unpacking batches
into variable-size packets.
(6) Performance guarantees. We design PFI to guarantee
100% throughput. In addition, with a small speedup, an
HBM switch with PFI can mimic an ideal OQ shared-memory
switch, i.e., given the same input sequence to the HBM switch
and to an ideal switch, any packet departs the HBM switch
within a finite delay after its departure from the ideal one [6].

3.2 Architecture and PFI Algorithm
In this section, we detail the internal architecture of the HBM
switch (Fig. 3) and outline how PFI handles traffic (Fig. 4).

➀ Input port SRAMs. At each input port, incoming op-
tical data from the waveguides is first converted into elec-
tronic signals via O/E conversion. Then, a processing chiplet
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Figure 3: The architecture of each HBM switch.

determines the HBM switch output for incoming variable-
length packets, queues them in SRAM by output destina-
tion using 𝑁 = 16 per-output queues, then packs them into
batches of 𝑘 = 4 KB. Packets may straddle two batches. Once
formed, batches for all outputs are (logically) stored in a later
FIFO queue. The head-of-line batch is sliced into slices of
𝑘/𝑁 = 256 bytes. Then a cyclical crossbar sends each slice to
a different SRAM module in the tail SRAM, always starting
from the first SRAM module.
Example. In the first input port of Fig. 3, yellow packets for
output 2 are queued in the second queue. They have already
formed a batch that is being gradually sent. Additional packets
are arriving and starting to form a second batch.
Batch size. Each input port SRAM must support the writing
and reading of packets at the data rate of 𝑃 = 𝛼 ·𝑊 · 𝑅 =

4 · 16 · 40Gb/s = 2.56 Tb/s, for a total of 2𝑃 = 5.12 Tb/s.
Assuming a 2.5 GHz clock, each input port SRAM can deliver
2.5 Gb/s per bit of SRAM interface. Thus, the input port
SRAM should provide a 5120/2.5 = 2, 048-bit wide interface.
The batch size is exactly 𝑁 times this interface width, 𝑘 =

16 ·2, 048 bits = 4 KB so that the batch slices can be uniformly
spread across the 𝑁 SRAM modules at the tail SRAM.

➁ Tail SRAM. The tail SRAM stores the batches, aggregates
them into frames, then supports the concurrent writing of the
𝑇 segments in a frame over the 𝑇 = 128 channels available
across the ultra-wide interface of the 𝐵 = 4 HBMs.
(i) Cyclical crossbar. An 𝑁 ×𝑁 cyclical crossbar on the input
side connects the 𝑁 input ports to the 𝑁 SRAM modules in
the tail SRAM, using a cyclic rotation (no scheduling). The
crossbar facilitates the input ports in striping frames across
the 𝑁 tail SRAM modules. Each crossbar port operates at
an input data rate of 𝑃 = 2.56 Tb/s via a 2, 048-bit interface.
As the crossbar implements a cyclic rotation, it can just be
implemented by simple 1-dimensional multiplexors at the
crossbar outputs with cyclic selections. Alternatively, the
crossbar could be replaced with an 𝑁 × 𝑁 mesh using spatial-
division-multiplexing. i.e., the 2, 048 bits available at each
input can be split into 𝑁 sets of 2, 048/𝑁 = 128 wires, each
set going to one of 𝑁 outputs for parallel transfers rather than
cyclic connections, which may simplify the overall logic.

Figure 4: Intuition for the HBM switch operation.

(ii) SRAM modules. The tail SRAM is organized into 𝑁 sep-
arate SRAM modules. Each module is divided into 𝑁 logi-
cal areas corresponding to 𝑁 per-output queues. Each batch
reaches all modules in a staggered way, such that each batch
slice is stored in a per-output queue in its module. When the
queue size of a module reaches 𝐾/𝑘 = 128 batch slices, it
forms a new frame slice, all modules doing so for the same
frame in a staggered way. Frame slices for all outputs are then
stored in a shared logical FIFO queue.
(iii) Memory width. Each tail SRAM module is 2, 048-bit
wide, operating at 2.5 GHz, as for each input port SRAM
module. Each HBM channel is 64-bit wide, for a total of 512
bits per group of 𝑇 /𝑁 = 128/16 = 8 channels. As HBM4
operates at 10 Gb/s per bit, i.e., 4× the data rate per bit in
comparison with the 2.5 GHz SRAM clock, the 2, 048-bit
SRAM interface can be readily serialized 4-to-1 to the 512-
bit HBM interface via the HBM controller. The group of 4
HBMs provides 𝑇 = 4 · 32 = 128 channels across an ultra-
wide interface, so 4 · 2, 048 = 8, 192 bits = 1, 024 bytes could
be written into or read from the HBM group in parallel.
➂ Writing into the HBMs. The blue elements in Fig. 4
illustrate how PFI writes a frame into the HBMs. To exploit
the ultra-wide HBM interface with𝑇 channels, PFI first writes
a segment (blue WR) of size 𝑆 at bank ℓ into each of the 𝑇
channels in parallel. Using staggered bank interleaving, it
does so 𝛾 = 4 times for each frame, into consecutive banks
ℓ, ℓ + 1, ℓ + 2, ℓ + 3. Thus, the frame size is 𝐾 = 𝛾 ·𝑇 · 𝑆 bytes.
For each bank write, PFI in parallel closes the previous bank
(precharge PRE) and opens the next one (activation ACT).

Our reference design uses 𝑆 = 1 KB, which is the smallest
integer multiple of the HBM4 burst-length that satisfies the
HBM four-activation window constraint [34] with our bank
interleaving schedule, i.e., such that at most four banks are ac-
tivated at once, while also being a unit fraction of a row length.
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We also choose 𝛾 so that (i) the precharge (closing) of the first
bank in one group completes before the activation of the first
bank in the next, to ensure that we can continue the perfect
staggered bank interleaving seamlessly from one group to
the next, i.e., each group is independent from the previous
one; and (ii) 𝛾 should also satisfy a four-activation window
limit that allows at most four concurrent bank activations, to
prevent the memory from drawing too much instantaneous
current. 𝛾 = 4 satisfies both conditions. As a result, the frame
size is 𝐾 = 𝛾 ·𝑇 · 𝑆 = 4 · 128 · 1 KB = 512 KB.
HBM memory organization. The HBM memory is divided
into per-output regions. This region allocation could be static,
or dynamic with large per-output pages. Each region is then
subdivided hierarchically: (1) first into rows; (2) then into
segment-size sub-rows; and (3) finally into banks. We write
and read data in this exact FIFO order. For example, in Fig. 4,
after writing a blue segment into some bank ℓ , we write the
next one in the next bank ℓ + 1, across all 𝑇 channels. With a
static region allocation, the head, tail, and number of entries of
the FIFO can simply be tracked with counters. With dynamic
allocation using large per-output pages, a small extra amount
of SRAM would suffice to track pointers to these large pages.
➃ Reading from the HBMs. PFI cyclically reads a frame
for each output. Fig. 4 shows how it uses staggered bank
interleaving, as for writes. It accesses the first bank of the
next output, reads a segment (green RD) across the𝑇 channels,
then does the same for all 𝛾 = 4 consecutive banks, collecting
a full frame for this output.
➄ Head SRAM. Like the tail SRAM, the head SRAM is
organized into 𝑁 SRAM modules. Each head SRAM module
obtains a full frame slice and cuts it into batch slices that are
first stored in a per-output queue, then sent to their output.
➅ Output ports. At each output port, the received batches
are cut back into variable-length packets, which are then
converted back into optical signals via E/O conversion, before
going out a waveguide. As the waveguides will be going out
on an output fiber ribbon, which will go to another router, we
have the freedom to carry the signals on any of the 𝛼 = 4
fibers and any of the𝑊 = 16 output WDM channels. As in
ECMP or dynamic link aggregation (LAG) [5, 15], we hash
the packets across the available waveguides and wavelengths
using their flow 5-tuples.

4 Design Analysis
We now analyze the design tradeoffs using various metrics.
Router buffer sizing. The number of HBM memories should
be sized to provide enough (i) bandwidth and (ii) buffering.
We found above that to provide the necessary memory band-
width, we need to group 𝐵 = 4 HBM4 stacks together per
HBM switch. Using 64 GB per HBM4 stack [65], this trans-
lates into a large total amount of𝐻 ·𝐵·64 = 16·4·64 = 4.096TB
of buffering. To put it into proportion, it means that the
router can store up to (𝐻 · 𝐵 · 64) · 8/(𝑁 · 𝐹 ·𝑊 · 𝑅) =

4.096 · 8/655.36 ≈ 51.2ms of buffering. This is in line with
the old Van Jacobson rule of thumb that a buffer should hold

one bandwidth-delay product of packets [32], and much more
than the Stanford model of buffer sizing [4, 46]. It is also
much more than a “core router buffering in the range of 5-10
msec,” as recommended in a Cisco white paper [64]. Cisco’s
400-Gbps linecards offer up to 18 ms (Q100 linecard) or
13 ms of buffering (Q200 linecard), e.g., 5 ms for Cisco’s
8201-32FH [13, 63].

SRAM sizing. We find that the total needed SRAM size is
14.5 MB, which can be easily implemented today in SRAM.
It is a small cost we pay for assembling the large frames that
are needed to fully exploit the large HBM parallelism deter-
ministically while accessing memory at peak data rates. Note
that if we were to adopt an alternative statistical approach,
akin to packet spraying in datacenters, we would not need
to pay this cost of forming frames, but would need to pay
an alternative memory cost for the packet reordering buffer,
which seems to be an order of magnitude higher depending
on the acceptable reordering rate [57, 62, 66].

Power estimate. Each of our 𝐻 = 16 HBM switches handles
41 Tb/s of incoming traffic. This is less than the Broadcom
Tomahawk 5 BCM878900 switch chip, which can handle
51.2 Tb/s incoming traffic [8] with a power dissipation of
500W [9]. The Broadcom chip can handle all the packet pro-
cessing and SRAM buffering. Thus, as a first approximation,
the packet processing and SRAM buffering for each HBM
switch should consume at most 500 · (41/51.2) = 400W. In
addition, each HBM4 stack should consume about 75W [52],
so 𝐵 = 4 stacks consume about 300W. Finally, commercially
available silicon photonics can perform OEO conversion at
about 1.15 pJ/bit [16–18, 20, 25, 49]. At 81.92 Tb/s of I/O
per HBM switch, the power required for OEO conversion for
each HBM switch is about 94W. Overall, each HBM switch
should consume about 400+ 300+ 94 = 794W, yielding about
12.7 kW for all 𝐻 = 16 HBM switches. This can be compared
to the Cerebras WSE-3 wafer-scale processor [36], which is
commercially deployed and consumes 23 kW of power. It uses
a state-of-the-art liquid and air cooling system [36, 41, 51] to
dissipate the heat. The same system could be used to cool our
internet router, which consumes just above half the power.

Area estimate. The Broadcom die size is estimated at
800 mm2 [8]. Assuming conservatively 800 mm2 for the
processing chiplet and 4 · (11 mm · 11 mm) = 484 mm2

for the HBM stacks, we get about 1, 284 mm2 per HBM
switch. For the 16 HBM switches, we obtain 16 · 1284 mm2 =

20, 544 mm2, which is under 10% of the 500 mm · 500 mm =

250, 000 mm2 of the surface area of a panel-scale substrate.
Thus, the area should not be a bottleneck at this stage.

Traffic matrix at HBM switches. SPS spatially splits the
incoming fibers into the HBM switches. This may lead to
uneven traffic matrices (TMs) between HBM switches, and
possibly traffic loss. In practice, most incoming links would
use either ECMP or LAG [5, 15], thus traffic would typically
be load-balanced across fibers using hashing [35, 53], leading
to even TMs.
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Latency and bypass. Waiting to fill frames for scheduling can
increase latency. Instead, when there are no full frames, we
can use frame padding [33, 37] to decrease latency. A bypass
mechanism can further reduce latency: If the tail SRAM sees
that there is nothing stored in the HBM for output 𝑘, then
when it is time for the head SRAM to cyclically get a frame
for output 𝑘, the tail SRAM can bypass the HBM and send
the head-of-line (potentially padded) frame directly to the
head SRAM.
Frame interleaving cycle. The transitions between the frame
write/read phases total about 2% of the cycle duration [34].
Since reads and writes are mandatory in a switch, we consider
these transition delays as part of our baseline 100% through-
put. Also, HBM4 [34] provides single-bank refresh operations
that can be hidden without affecting the cycle time.

5 Impact on networking future
Capacity increase. We have shown a potential increase in
router capacity per given area by 1-2 orders of magnitude
vs. current routers, given the emerging in-package photonics,
heterogeneous integration, and HBM4 technologies; e.g., a
Cisco 8201-32FH of 1RU (rack unit) height and HBM can ac-
cept 32 lines of 400 Gb/s for an aggregate 12.8 Tb/s, over 50×
less than the input bandwidth of our router, while occupying
about the same space.
Router evolution. Although our reference design is based
on the latest HBM4 memories [3, 19, 27], industry roadmaps
show that future HBMs are expected to increase by a factor
of 4× in memory capacity and bandwidth [52]. Emerging
memory technologies using monolithic 3D stackable DRAM
(multi-DRAM layers per die) with direct stacking of mem-
ories and processing chiplets in the same 3D stack [23, 24]
are expected to increase the memory capacity and memory
bandwidth of an HBM stack by a factor of 10× compared
to HBM4. These expected improvements will enable us to
realize our reference design with far fewer HBM stacks, trans-
lating into smaller footprints and power. They can also enable
us to realize yet higher capacity routers in a single package.
Buffer sizing. Previous research assumed off-chip memory
(DRAM) bandwidth is a key limiting factor in router perfor-
mance, which prompted much research into minimizing router
buffer sizes so that faster routers could be designed with only
on-chip memory without the need to go off-chip [46]. How-
ever, with the integration of many HBM stacks and packet
processing chiplets within the same package, neither memory
capacity nor memory bandwidth appears to be a barrier to
faster routers, even when scaling to handle massive incom-
ing traffic made possible by in-package photonics I/Os. This
memory glut means that router buffer sizing research should
be revisited. This does not mean that smaller buffers should
be automatically discarded. Smaller buffers may still provide
better QoS [60] and reduce power consumption, but their
impact on router capacity is smaller than previously assumed.
Buffer management. The assumption that “buffer size is not
keeping up with the increase in switch capacity” [1] may no

longer hold. Thus, the memory glut may also impact buffer
management and buffer-sharing algorithms [1, 2], reducing
the need for complex algorithms to address memory scarcity
and ensure fair allocation.
Designing datacenter switches. Could our switch-fabric de-
signs fit datacenter switches? Datacenter switches rely on the
same switch-fabric principles, so it looks like a natural exten-
sion. In fact, since they use less buffering than internet routers,
they may rely on the SPS architecture with even less power
consumption, since they would use HBM switches with much
less HBM capacity. However, (i) latency is more critical in
datacenter networks. Thus, the HBM switch may need to be
modified to rely on smaller frames. In addition, (2) switch
radix may be a more significant concern in datacenters, with
a finer output granularity than in core routers. Alternatively,
a solution to both problems could be to implement an SPS
architecture that relies on smaller commercial switches as
chiplets. It is interesting to note that Broadcom has started
shipping the Tomahawk 6 switch chip [11] and the Jericho 4
switch/router chip [50], both relying on a chiplet architecture.
Wasted internal traffic. The ability to scale routers by 1-
2 orders of magnitude can save a significant fraction of the
current WAN capacity that is devoted to internal traffic needed
to interconnect smaller routers.
Conclusion: the road ahead. What is the bottleneck to fur-
ther scaling our router designs? § 4 shows that the footprint of
our reference design is only a small fraction of the surface area
of a panel-scale substrate, so it is not area-bound. Also, it is
not yet I/O-bound since we have assumed 40 Gb/s data rates
per wavelength, whereas 112 Gb/s data rates per wavelength
are already possible with PAM4 modulation [42], and current
panel substrates with 500 mm panel edges can support the
attachment of many more fiber ribbons. In fact, the main limit-
ing factor in our router-in-a-package design is power and heat
dissipation. As noted in § 4, the estimated power of our refer-
ence design is just above half that of a commercial wafer-scale
processor for which existing state-of-the-art power delivery
and cooling mechanisms are available [36, 41, 51].

Going forward, future HBMs [23, 24, 52] should require
less power per bit, which is significant since HBM accounts
for 40% of our overall power. However, the processing chiplets,
with 50% of power, could become the next significant bottle-
neck in scaling routers. Could operators reduce their pro-
cessing needs if this increases their router capacity? Recent
suggestions, such as source routing in SD-WANs [40], may
lead the way to future simpler processing.
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