Stochastic control

Introduction
Why is it interesting?

Examples.

1.  Admitting connections in an ATM network.

a.  New connections arrive (Poisson Process)

b.  If admitted, they alternate between “Active” and “Idle.”

c.  When active, generate a constant stream of  “packets.”

d.  Channel has limited capacity, no buffering: too many streams imply loss of packets.

e.  QoS = Quality of Service: want small losses, and small probability of blocking.

f.  Goals are conflicting: best policy for one is worst for the other.

g.  Formulate optimization problem: steady state, short term, long term.
2.  Multi-tasking

a.  Discrete time model

b.  K different types of jobs, each with its own buffer, single processor

c.  Geometric service times (that is, no memory)

d.  “Penalty:” for waiting time

e.  Minimize time-and-ensemble average.

f.  Observations: 

1)  if all penalties are equal, priority to faster jobs.

2)  if all rates are equal, priority of jobs with high penalty.

g.  Challenge: is it optimal in general to use priorities? How to compute?

3.  Routing

a.  Requests of connections arrive (Poisson)

b.  There are only two lines: fast and slow (exponential)

c.  Penalty: total waiting time including service time (!)

d.  Should anyone be routed through the slow connection?

e.  Observations:

1)  If the line is very long, yes: will complete slow service before all are

 served by fast connection.

2)  If there is only one job in queue, send to fast connection.

3)  “Obvious:” threshold.

We will formulate a general class of criteria, and derive methods for finding optimal policies.

The goals:

1.  formulate models

2.  formulate criteria

3.  find optimal policies under criteria: structure, explicit calculation.

4.  Develop mathematical tools and skills

5.  Develop software tools and skills

6.  Develop intuition concerning network behavior and optimization

Administration:

· Homework (theoretical)

· Computer assignments
· Project (theoretical/computer).

Dynamic programming – intuition:
Challenge 1.     


At each step move to the right. 

· How many possible paths? 

· How many paths in N steps, if each step involves k options?

Suppose each link carries a cost. Objective: find a path with minimum cost.

· How many additions and how many binary comparisons, to find the best? 

· How much memory?

· Prove the principle of optimality: if  p  is an optimal path (length N), then the last k steps of the path are an optimal path from its starting point to the end.

· How would things change if, when you choose a path segment, with probability 0.1 you end up on the other segment? Is optimality possible?
Example of solution methodology: dynamic programming.

To solve the problem of the challenge, use backward induction and the principle of optimality:

· find the optimal one-step path for each terminal state. Denote its cost by V1(x)

· find the optimal one-step path from two stages before end to one stage, with “terminal cost” V1(x). Denote its cost by V2(x)

· find the optimal one-step path from three stages before end to two stages, with “terminal cost” V2(x). Denote its cost by V3(x). Repeat.

· How many additions and how many binary comparisons, to find the best? 

· How much memory?

Goals of the course:

1.  Derive (stochastic) models, mostly applications from communications and digital networks

2.  Criteria for performance: standard and otherwise

3.  General tools (algorithmic) for solving such optimization problems

4.  Special models and special tools

5.  Computer tools: existing, development
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