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ABSTRACT
By embedding sensors in mobile devices, it is possible to ex-
ploit the ubiquitous presence of these devices to construct
applications for large-scale sensing and monitoring of envi-
ronmental phenomena. To this end, we present Environ-
mental Tomography, a novel approach in which mobile de-
vices participate in the collection of aggregate sensor read-
ings along roads or sidewalks, and these aggregates are used
to reconstruct an estimate of the contaminant distribution
throughout a region. We demonstrate how our data collec-
tion process preserves user location privacy and is robust to
sensor and location reading errors. We also show how the
estimation process can be formulated as a convex optimiza-
tion problem that incorporates the physical dynamics of the
phenomenon of interest. We study the performance of Envi-
ronmental Tomography using various road network layouts
and realistic models of pollution. Results indicate that es-
timates generated from path aggregates are of comparable
accuracy to estimates generated from significantly greater
numbers of individual sensor readings.

Categories and Subject Descriptors
J.9 [Computer Applications]: Mobile Applications—Per-
vasive computing, Wireless sensor networks

General Terms
Design, Measurement

Keywords
sensor networks, pollution, privacy, convex optimization

1. INTRODUCTION
The ubiquitous presence of mobiles phones presents an

opportunity for large-scale sensing of environmental phe-
nomena. This can easily be achieved with a participatory
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sensing approach, where pollution sensors are embedded in
the mobile phones, and phone users contribute by collecting
readings of pollution levels. Since modern mobile phones are
GPS-enabled, it is possible to record not only the concen-
tration of a sensed phenomenon, but also the exact location
of the sensor reading. This data and location information
can be used to create detailed models of the pollution dis-
tribution.

The success of such an application depends on the will-
ingness of users to participate in it, and therefore, the appli-
cation should be implemented in a way that addresses user
concerns. Mobile devices have limited power and storage ca-
pacities, and users may only be willing to contribute a small
fraction of these resources to a sensing application. So, a
sensing application should have a small per-device resource
footprint. Additionally, users move in independent, unpre-
dictable patterns, and a sensing application cannot expect
that a device take sensor readings in predefined locations,
nor can it expect that sensor readings can be taken at ev-
ery point in a region. Therefore, the application should be
able to use data collected from typical user routes to gen-
erate the pollution estimates. Finally, by directly reporting
location information along with sensor readings, users are
forced to reveal their locations. Users may not be willing
to participate in a program that requires them to divulge
this private location information. Any successful ubiquitous
sensing application implementation must preserve user loca-
tion privacy.

In this work, we present Environmental Tomography, a
novel approach to environmental sensing and spatial data
modeling that meets the challenges presented by the mo-
bile users and the mobile network. Tomography and to-
mographic reconstruction have long been used in medical
imaging techniques such as Computed Tomography (CT)
and Magnetic Resonance Imaging (MRI) [10]. For example,
in a CT scan, two dimensional X-rays are taken in multiple
directions, and a three-dimensional image is reconstructed
from these two dimensional projections. Similarly, Environ-
mental Tomography consists of two phases, a data collection
phase in which the network of mobile devices computes ag-
gregate values, or projections, of sensor readings along roads
and sidewalks, and a reconstruction phase in which the ag-
gregates are used to generate an estimate of the distribution
of the sensed phenomenon.

We utilize a data collection approach that is designed
to exploit the global characteristics of the mobile network.
We assert that, while individual user mobility patterns are
not necessarily predictable, it is possible to predict the pat-



terns of the network as a whole. Specifically, during certain
times of the day, namely rush hour, there is a high density
of users, and therefore of mobile devices, along roads and
sidewalks. Aggregate sensor readings can be collected by
routing a query message from device to device along these
roads. Messages can be passed by the devices themselves
using short-range communication protocols such as 802.11
or bluetooth, or they can be transmitted using more power-
ful communication radios in the vehicles in which the users
are traveling. Each participating device only takes a few
sensor readings, and the data collection process does not re-
quire any of the device’s permanent storage. Therefore, the
individual device resource requirements are low. Addition-
ally, since sensor readings are aggregated, there is no need
to report the location of any individual participating device.
Thus, the privacy of user locations is preserved.

To generate an estimate of the underlying phenomenon
from the projections, we develop a tomographic reconstruc-
tion technique that can be posed as a convex optimization
problem with an objective function that takes the physics
of the underlying phenomenon into account. This approach
enables us to efficiently generate accurate estimates of the
phenomenon using the limited number of aggregates that are
available. We verify the validity of our approach through
extensive simulations using physically accurate models of
environmental phenomena.

The remainder of this paper is organized as follows. In
Section 2, we present our system model and architecture.
Section 3 describes the data collection process. In Section 4,
we present the tomographic recontruction technique, formal-
ize the tomographic reconstruction problem, and describe
the solution method. In Section 5, we describe the pollution
models used to validate our solution, and in Section 6, we
give experimental results. We conclude in Section 7 with a
discussion of related work and future research directions.

2. SYSTEM ARCHITECTURE
The goal of Environmental Tomography is to generate an

estimate of the distribution of a physical phenomenon over a
finite two-dimensional region, the sensing region. For exam-
ple, if an accident in a factory results in a hydrogen chloride
leak, Environmental Tomography can be used to determine
the amount of the gas that is present throughout a city and
identify dangerous areas. In this initial work, we restrict our
interest to the sensing and estimation of ground level pollu-
tion. We also restrict our study to phenomena that diffuse
slowly with respect to the data collection process, i.e. we
assume that the distribution is relatively static for the du-
ration of the execution of the queries used in an instance of
tomographic reconstruction. These assumptions accurately
describe many substances including carbon monoxide, sulfur
dioxide, hydrogen chloride, and ammonia.

A high level view of the system architecture is shown in
Fig. 1. The system is comprised of the mobile devices in
the region to be modeled. We assume that these devices
are equipped with environmental sensors as well as GPS
capabilities, and that the devices have bluetooth or 802.11
radios that allow them to communicate with other nearby
devices. We place no requirements on the movement pat-
tern or availability of any individual device, and the set of
devices that participates in the system can change over time.
While we make no assumptions about individual behavoir,
we do make use of an observation about the global behavior

Figure 1: System Architecture

of the mobile network. Specifically, we assume that the net-
work of mobile devices is dense along roads and sidewalks,
as is observed in urban areas during rush hour traffic, so
that the local communication channels in the devices form
a connected network along these paths.

In addition to the mobile devices, our system contains sev-
eral infrastructure devices. Gateway machines are installed
throughout the region. These gateways have bluetooth or
802.11 radios so that they can communicate with mobile de-
vices that are within range. They also have reliable commu-
nication channels to the processing center. The processing
center is the control center of the system. It initiates com-
munication with the gateways to request sensor information
from the mobile network, it collects the query results, and
it performs tomographic reconstruction to generate the esti-
mate of the sensed phenomenon. The data collection process
is described in the next section. Tomographic reconstruction
is explained in Section 4.

3. DATA COLLECTION
As in medical imaging, our data collection process consists

of computing projections along paths through the sensing
region. In a CT scan, each projection is computed by tak-
ing an X-ray of the body. The result of each X-ray is a
2-dimensional image, where each point in the image corre-
sponds to the density of the 3-dimensional region through
which the X-ray passed. X-rays are taken along a 180 degree
axis of rotation, and the collection of 2-dimensional projects
are used to reconstruct a 3-dimensional image of the body.

In Environmental Tomography, data collection involves
computing one dimensional projections of the two dimension
region we wish to estimate. Each one dimensional projection
is the sum of sensor readings taken at fixed points along
a specified path, and each of the devices along the path
contribute to the data collection process by taking a sensor
reading, adding the reading to a partial sum stored in the
message, and passing the message to the next device along
the path. We explain this process in more detail below.

The path along which the query message will travel and
the locations at which sensor readings should be taken are
specified by a query. The simplest example of a query spec-
ification is the specification for a straight line query path,
(start, end, δ). The path is defined by start and end GPS
coordinates. The δ value defines the distance between lo-
cations at which reading should be taken. We call these
locations sampling points. It is not necessary that the query
path be a straight line, and in fact, more complex query path
trajectories can be defined using multiple line segments or



Data Collection Protocol

1. The processing center creates a query and
sends the query message to a gateway that
is closest to the starting coordinates of the
query path.

2. The gateway introduces the message into the
wireless network by sending it to a nearby
mobile device, and the query is routed to
the starting point of the query path using a
greedy routing protocol.

3. When the message reaches the starting
point, a sensor reading is taken.

4. The query is routed along the query path
using trajectory-based forwarding. While a
device has the query message, if it is on (or
near enough to) a specified sampling point,
it takes a sensor reading and adds this value
to the partial sum in the message

5. When the message reaches the query path
end coordinates, it is routed to the nearest
gateway using greedy routing

6. The query result is sent back to the process-
ing center.

Figure 2: The data collection protocol

a parametric representation. Given the sophisticated map-
ping and directions systems available for mobile devices, we
anticipate that it will also be possible to specify queries on
a higher semantic level, for example,

Take a sensor reading every 25 meters along Interstate-
95 between mile marker 100 and mile marker
110.

When a device receives a query message, it can determine
the exact location that readings should be taken and the
path along which the message is intended to travel.

The data collection process is initiated by the process-
ing center which creates query specifications for each of the
paths on which data is to be collected. In general, it is ad-
vantageous to collect data from as many paths as possible,
so the processing center should issue queries for any roads
along which the mobile network is expected to be dense. Re-
sults for each of these queries are computed by devices in the
mobile network using the data collection protocol given in
Fig. 2. The flow of the query message through the network
is illustrated by the arrows in Fig 1.

To route messages within the mobile network, we rely
upon two well-established geographic routing techniques for
ad-hoc networks, greedy routing and trajectory-based for-
warding. In geographic or position-based routing [25, 9],
rather than establishing routes in the network, each device
keeps track of its location and the locations of its neighbors,
and it uses this location information to make all routing de-
cisions. A greedy routing protocol, such as Greedy Perime-
ter Stateless Routing (GPSR) [12] can be used to send a
message to a destination that is specified by a set of coor-
dinates. Each device forwards the message to the neighbor

that is closest to the destination. Since these are greedy al-
gorithms, the protocols also provide fallback mechanisms to
route around holes and avoid local minima. In trajectory-
based forwarding protocols [17, 3, 28], the message does not
have a destination, but rather has a specified trajectory or
path. Each device selects the next-hop so as to keep the
message as close to the trajectory as possible. As both of
these protocols are stateless, mobile devices need only to
know the location of the gateways in order to participate in
the data collection process. A participating device can store
a list of gateway locations that is periodically updated by
the application software, or the device can use a secure loca-
tion based service, for example [15], to retrieve the location
of the nearest gateway without revealing its location to the
service.

The data collection process has a number of benefits:

• Scalability: The majority of communication takes place
between neighboring mobile devices, and therefore, com-
munication load on the processing center and gateways
is minimized.

• Low Per-Device Resource Usage: The data collection
process requires minimal computational power on each
device and does not require any permanent storage on
the devices. Each device only takes a few sensor read-
ings and sends and receives a small number of query
messages.

• Exploits User Mobility Patterns: Sensor readings are
only taken where the mobile network is naturally dense,
along crowded streets and sidewalks.

• Location Privacy: Since sensor readings are aggregated,
locations of individual readings are not recorded. The
processing center does not require any information about
individual device locations.

While location information can be kept secret from the
processing center, to route messages within the mobile net-
work, devices must reveal their locations to neighboring de-
vices as well as to the gateways. One could argue that this
poses no additional risk to privacy because neighboring de-
vices in the wireless network are physically near each other,
and therefore locations are not secret. If stronger privacy
guarantees are desired, the data collection process can also
employ a location-based routing scheme that preserves the
anonymity of participants [21].

Once the processing center has received the query results
from the gateways, it uses tomographic reconstruction to
generate an estimate of the distribution of the sensed phe-
nomenon from the aggregate measurements. We explain this
process in the next section.

4. TOMOGRAPHIC RECONSTRUCTION
In this section, we formally define the tomographic recon-

struction problem as a convex optimization problem. We
then show how the problem can be converted to a form that
can be easily and efficiently solved with readily available
convex optimization software.

4.1 Problem Formulation
We begin by formalizing the data collection process. Let

S ⊂ R2 be the two-dimensional region over which the es-
timate of the sensed phenomenon is to be generated. Let



C : S → {R+ ∪ 0} be the underlying physical distribution,
i.e. for every point (x, y) ∈ S, C(x, y) is the concentration of
the phenomenon at that point. Initially, we assume that all
sensor readings are accurate, so if (x, y) is a sampling point,
C(x, y) is also the value recorded by the sensor at that sam-
pling point. Later, we will show how this assumption can
be relaxed.

Aggregate sensor readings are collected along P query
paths. Let (xj

i , y
j
i ) denote the jth sampling point along

the ith query path. The data collection process can be ex-
pressed as a linear operator A on the linear space of func-
tions C : S → {R+ ∪0}. For any density distribution C, the
vector of aggregate measurements m is given by

A(C) :=

2664
P

j C(xj
1, y

j
1)

...P
j C(xj

P , y
j
P )

3775 =

264 m1

...
mP

375 . (1)

Tomographic reconstruction involves solving the inverse
problem; given the vector of aggregate measurements m,
find an estimate of the underlying distribution Ĉ, that is
consistent with the query results

A(Ĉ) = m. (2)

Since A is a linear operator, solving for the estimate Ĉ in
Equation 2 amounts to solving a system of linear equations.

In Environmental Tomography, there are severe restric-
tions in both the choice and number of paths due to the
location of roads and sidewalks. Therefore the linear sys-
tem is underdetermined ; there is not enough information to
yield a unique solution to Equation 2, and, in fact, there are
infinitely many distributions that satisfy the equation.

In the case of an underdetermined system, one must de-
fine some criterion that identifies the optimal solution from
the set of feasible solutions. A standard least squares solu-
tion finds the solution with minimum norm [14], where the

L2 norm of the estimate ‖Ĉ‖2 is minimized. However, in
the case of a physical phenomenon such as a plume of sulfur
dioxide or a cloud of gaseous ammonia, there is no com-
pelling argument for minimizing the L2 norm. We instead
propose a minimization criterion that takes into considera-
tion the physical dynamics of the phenomenon.

The motivation for our optimization criterion is based
on the observation that distributions of gases and pollu-
tants typically follow the dynamics of the advection-diffusion
equation [19],

∂

∂t
C(x, y, t) =

„
ux

∂

∂x
+ uy

∂

∂y

«
C(x, y, t)

+

„
Dx

∂2

∂x2
+Dy

∂2

∂y2

«
C(x, y, t). (3)

Advection, or dispersion due to wind, is determined by the
wind velocities in the direction of each axis, ux and uy. Dx

and Dy are the diffusion constants for each direction. We as-
sume that diffusion is uniform in both directions, and there-
fore Dx = Dy =: D. If the correct diffusion constants, wind
velocities, and initial conditions (source location and quan-
tity) were known, it would be possible to design optimiza-
tion criteria that give accurate consideration to both the
advection and diffusion processes. However, it is not prac-
tical to assume that this information will be available, and
our experimental results indicate that even small errors in

these parameters will yield large errors in the estimate gen-
erated by the optimization process. So, instead we choose
an optimization criterion that depends only on the diffusion
dynamics. In other words, we assume a simplified model of
the distributed based only on the diffusion equation,

∂

∂t
C(x, y, t) = D

„
∂2

∂x2
+

∂2

∂y2

«
C(x, y, t).

Let 4 :=
“

∂2

∂x2 + ∂2

∂y2

”
be the two-dimensional Laplace

operator. If we assume that a diffusive distribution C is
quasi-static, then the time-variation term ∂C/∂t is expected
to be small. This assumption consequently implies that 4C
should be small. We measure the “size” of 4C using its L2

norm

|| 4 C||2 :=< 4C,4C >=< C,42C > . (4)

This is a non-negative quadratic form on the space of all
functions C : S → R, and we set up the tomographic recon-
struction problem so as to minimize this form.

Note that the optimization of Equation 4, subject to the
constraints in Equation 2, is a weighted least squares prob-
lem with a well-understood solution. However, this solution
may not necessarily satisfy the physical constraint that the
estimate Ĉ is non-negative at every point in space. To rem-
edy this problem, we explicitly incorporate non-negativtiy
constraints into the optimization problem. Experimentally,
the addition of the non-negativity constraint results in large
improvements in the accuracy of the estimates.

We now summarize the above discussion by formally stat-
ing the tomographic reconstruction problem as a convex op-
timization problem over the space of functions C : S → R,

minimize ‖ 4 C‖2
subject to

A(C) = m

∀(x, y) ∈ S, C(x, y) ≥ 0,

where A is the linear measurement operator given by Equa-
tion 1.

Since ∆ is a linear operator and ‖·‖2 is a norm, C 7→ ‖∆C‖2
is a convex function [2]. The linear constraints A(C) = m,
and the positive cone constraint ∀(x, y) ∈ S, C(x, y) ≥ 0
both yield convex constraint sets. The net constraint set,
the intersection of the two, is thus a convex set. The overall
problem is therefore a convex optimization problem which
implies the existence of a global minimium solution [2].

4.2 Computational Procedure
To convert the convex optimization problem to a form

that can be solved using a conventional tool such as Matlab,
we first must translate the problem to a discrete form. This
conversion requires a discrete representation of the distribu-
tion C and discrete approximations of the objective function
and constraints.

Consider a M × N grid overlaying the sensing region S.
Let C = [c(i,j)] be the M ×N matrix where each entry c(i,j)

is the value of the distribution C at the point corresponding
to the ith row and jth column in the grid over S. C is a dis-
crete approximation of C, and the goal of our reconstruction
problem is now to find a matrix Ĉ that estimates C.

In order to discretize the system of constraints given by
Equation 2, we require a discrete linear operator that ap-
proximates A. For simplicity, we assume that the sampling



points are a subset of the grid points in the discrete repre-
sentation of the region. In the next section, we show how
to accommodate the relaxation of this assumption. Let c be
the vector that is formed by concatenating the rows of C.
We define the MN × P matrix A, where P is the number
of query paths as follows. Each row in A corresponds to a
query path. The value in the kth column of the row is 1
if the kth component of c is included in the query result.
Otherwise, the value is 0. Using this A matrix, the system
of linear constraints is approximated by the equation

Ac = m.

For the objective function, we use a standard second or-
der finite difference approximation of ∆, which is defined as
follows

∆C(i, j) ≈ (ci,j−1 − 2ci,j + ci,j+1)

+ (ci−1,j − 2ci,j + ci+1,j) .

Letting L be the matrix representation of this approxima-
tion, we have

∆C ≈ Lc.

The L2 norm on ∆C is approximated by the standard Eu-
clidean norm on the vector Lc.

The discrete version of the convex optimization problem
is then given by the following,

minimize ‖Lc‖2
subject to

A c = m

ck ≥ 0 for k = 1 to (MN).

This is a convex optimization problem with MN variables,
one for each grid point, P linear equality constraints, one
for each query path, and MN inequaility constraints. Us-
ing this form, we can efficiently perform our tomographic
reconstruction with any convex optimization solver.

In the limit of an infinitely fine grid, the solution to the
discrete problem is equivalent to the solution to the contin-
uous problem. Therefore, one should use as fine a grid as
the available computing system can support.

4.3 Incorporating Errors
The problem formulation and solution outlined in the pre-

vious sections rely on the assumptions that all sensor read-
ings are accurate and that sampling points correspond ex-
actly to grid points in the discretized sensing region. In
this section, we show how our solution can be slightly re-
formulated to account for errors introduced by inaccurate
sensors, as well as location errors caused by inaccurate GPS
information and those created by the discretization of the
problem.

In the original formulation, the measurement taken by the
sensor at position (xj

i , y
j
i ) is exactly equal to the value of the

distribution at that point,

mj
i = C(xj

i , y
j
i ).

If the sensor is not accurate, the measurement will differ
from the actual value by some perturbation. We model this
inaccuracy by a zero mean random variable with variance
σd, call it dj

i ,

mj
i = C(xj

i , y
j
i ) + dj

i .

Additionally, if the GPS service does not report the loca-
tion of the device accurately, the sensor reading will be taken
at a location that differs slightly from the expected location
for the reading. Similarly, if the sampling point does not
correspond exactly to a point in the discretized sensing re-
gion, the reading will be attributed to a grid point with a
location that differs from the location of the actual reading.
In both cases, the processing center assumes that a reading
was taken at a point (x, y). However, the actual location
of the reading is (x+ δx, y + δy). The relationship between
the value of the distribution at this expected point and the
actual point is given by the first order expansion,

C(x+ δx, y + δy) ≈ C(x, y)

+δx
∂

∂x
C(x, y) + δy

∂

∂y
C(x, y).

If we assume that the first derivative of the distribution is
bounded, as is expected with diffusive substances, then the
error introduced by inaccurate location information can also
be modeled by additive noise. Therefore, the errors intro-
duced by both the sensor and location inaccuracies can be
modeled by a single additive noise term, yielding,

mj
i = C(xj

i , y
j
i ) + uj

i ,

where uj
i is also a zero mean random variable with variance

σj
i .
Since each individual reading is inaccurate, the sums col-

lected along the query paths are also inaccurate. Therefore,
we can no longer expect the underlying distribution to be
consistent with the measurement vector m. Instead, we se-
lect the solution that best fits the measurement vector while
also still optimizing for the original criterion. The new opti-
mization problem is then to find a solution that minimizes a
combination of the original criterion ||Lc||2 and the weighted
sum of squared residuals. Let J be the diagonal matrix
where the diagonal entry in row i is the number of measure-
ments taken along query path i. The convex optimization
problem can then be stated as

minimize α‖Lc‖2 + β‖J−1 (Ac−m) ‖2
subject to

ck ≥ 0 for k = 1 to (MN).

By selecting different values for α and β, it is possible to
tune the optimization problem based on the dynamics of
the phenomenon and the size of the errors. For error vari-
ances that are comparable to those produced using currently
available GPS and sensor technologies, we have found that
setting α = β = 1 gives the best results for our experimental
settings.

5. POLLUTION MODELS
One major challenge to the development of any applica-

tion for ubiquitous environmental sensing is the evaluation
of the accuracy of estimates generated by the application.
Ideally, this evaluation can be done by testing the applica-
tion using real world pollution data. However, there are not
yet any readily-available data sets that give concentrations
of pollutants at the level of spatial granularity comparable to
the granularity of the estimates produced by Environmen-
tal Tomography. Therefore, we evaluate our approach on
synthetic pollution data generated using physically accurate
models.



As stated earlier, diffusive pollutants move through the at-
mosphere according to the advection-diffusion equation (3).
Different solutions to the advection-diffusion equation can be
used to model different types of pollution. In this work, we
consider two such models. The first is a one-time emission
from a point source, also called a puff, which models phe-
nomena such as as chemical spill from an industrial plant.
The second is a continuous emission from a point source,
also called a plume. This model can be used to simulate
emissions from a factory smoke stack. We describe both
models in detail below.

Puff Model
Our first model is a simple one-time emission model where
the effects of wind are negligible. For an emission of Q grams
of pollutant at the point (x0, y0) at time t = 0 the solution
to the advection-diffusion equation is

C(x, y, t) =
S

4πDt
e
−((x−x0)2+(y−y0)2)

4Dt . (5)

C(x, y, t) gives the concentration in g/m3 at the point (x, y)
at t seconds after the release of the pollutant. D is the dif-
fusion coefficient which defines how quickly the substance
diffuses in a given medium [8]. While this model is a sim-
plification of the behavior of point source pollutants, it can
be used as a baseline test of the validity of the optimization
criteria and the effects of choosing different query paths.

Gaussian Plume Model
The second pollution scenario we consider is a steady-state
solution to the advection-diffusion equation, the Gaussian
Plume Model [26, 19]

C(x, y) =
S

πuσyσz

 
e
−(y−h)2

2σ2
z + e

−(y+h)2

2σ2
z

!
e
−y2

2σ2
z . (6)

This solution models the downwind concentration of pollu-
tant generated by a continuous point source such as a fac-
tory smoke stack. The model is parameterized by the height
of the stack h (m), the wind speed u (m/s), and source
strength S (g/s). The plume spread is characterized by the
plume coefficients σy and σz, which are based on observed
data and depend on atmospheric conditions, wind speed,
and distance from source. The Gaussian Plume Model is
one of the air quality models employed by the U.S. Environ-
mental Protection Agency (EPA).

6. SIMULATIONS
In this section, we give results for simulations of Environ-

mental Tomography using several representative pollution
models. Our simulation system is implemented in Matlab.
We use CVX [5], a Matlab-based modeling tool for convex
programming, and we use the SDPT3 solver [22]. Each sens-
ing region is discretized by a 300 × 300 grid. This system is
a full realization of the exploratory demonstration proposed
in [20].

We first present the pollution distribution models and
then describe our evaluation strategy in detail. Finally, we
present some summary results.

6.1 Simulation Scenarios
For our simulations, we study one puff distribution gen-

erated by a 400 kg emission of anhydrous ammonia, which

(a) Puff at 2.5× 108 seconds after release.

(b) Puff at 1× 109 seconds after release.

Figure 3: Puff Distributions

has a diffusion constant of 1.96× 10−5. We use distribution
examples from two different time periods, 2.5 × 108 sec-
onds and 1 × 109 seconds after the release of the chemical.
The sensing region is a 1500 square meter region centered at
(0, 0), and the source of the emission is the northwest corner
of the region, at the coordinates (−300, 200). The distribu-
tions, as generated by Equation 5, are shown in Figures 3(a)
and 3(b).

We also present results for one plume distribution. We
again use a 1500 square meter sensing region. The source of
the plume is a smoke stack in the west of the region, located
at (0,0). The height of the stack is 10 meters, and the rate of
emissions is 50 g/s. We model the plume using conditions
on a cloudy evening with a westerly wind of 2 m/s. We
use the plume coefficients defined by the EPA’s Industrial
Source Complex Air Quality Model [6]. The resulting plume
distribution is shown in Fig. 4.

In order to investigate the effects of road network layout
on the performance of Environmental Tomography, we use
two different road network scenarios. The first is a random
road network where road start and end points are selected
uniformly at random from within the sensing region. Each
road is a line segment that connects the start and end points.
The second network type is a biased network where start and
points are selected according to gaussian distributions cen-
tered at (−375, 375) and (375,−375), respectively, with a
standard deviation of 200 meters. For each road network,
we select δ so that a network with R roads has 10R total



Figure 4: Plume

sampling points, i.e a road network with 10 roads has 100
sampling points, a road network with 20 roads has 200 sam-
pling points, etc. By choosing δ in this way, the number of
sampling points assigned to each road in a particular net-
work is proportional to the road length.

For both types of road networks, we evaluate Environmen-
tal Tomography using simulations in which sensor readings
and locations are correct and simulations that include both
sensor reading and location errors. To model location er-
rors, we use sampling points that deviate from the expected
sampling points by a gaussian random perturbation with a
standard deviation of 3 meters. To model sensor errors, we
then perturb reading at the erroneous location by a random
value that is selected according to a gaussian distribution
with a standard deviation of 5% of the mean value of the
distribution. We present results for these various scenarios
in the next section.

6.2 Simulation Results
To quantify the performance of Environmental Tomogra-

phy, we measure the difference between the reconstructed
estimate Ĉ and the discretization of the original underlying
distribution C, using the following metric,

Err(ĉ) :=
‖c− ĉ‖2
‖c‖2

,

where c and ĉ are the vectorizations of C and Ĉ.
In Fig. 6.2, we present the errors for estimates generated

for each of the three pollution models. We show results for
random and biased networks both with and without sensor
and location error. Each bar gives the mean error and stan-
dard deviation of 10 simulations, using 10 different randomly
generated road networks.

Figure 5(a) shows the estimation error for the puff distri-
bution at 2.5 × 108 seconds after the pollutant is released.
As expected, increasing the number of roads along which
aggregates are collected increases the amount of informa-
tion available in the reconstruction and therefore reduces
the error in the estimation process. It is interesting to note
that as the number of paths increases, the addition of more
paths provides less benefit to the estimation accuracy. Much
greater improvement is seen when the number of paths is in-
creased from 10 to 20 than is seen in an increase from 40
to 50 paths. We also note that the performance in random
and biased networks is comparable. The simulations that

(a) Puff at 2.5 × 108 seconds after release.

(b) Puff at 1 × 109 seconds after release.

(c) Plume.

Figure 5: Mean estimation error and standard devi-
ation for different road network types and number
of roads.



(a) Estimate of puff distribution at 1 × 109 seconds
after release.

(b) Estimate of plume distribution.

Figure 6: Estimates generated from a 50 road ran-
dom network.

include errors also perform comparably in most cases.
For the puff distribution at 1 × 109 seconds after release,

our technique performs very well, as shown by the results
in Fig. 5(b). The mean error is significantly lower than for
the previous distribution for both random and biased net-
works, with and without errors. The standard deviation is
also small for all networks, which suggests that Environmen-
tal Tomography can be used to create accurate estimates of
this type of distribution under a large variety of road net-
works. In Fig. 6(a), we show the three dimensional plot of
an estimate of the puff distribution at 1 × 109 seconds after
release that was generated using a 50 road random network
without errors. This distribution is almost identical to the
original distribution in Fig. 3(b), giving further evidence of
the accuracy of our approach in modeling this type of dis-
tribution. Our intuition is that, because this distribution
is relatively smooth and spread out over the sensing region,
the data collection process gathers information about a large
portion of the distribution. This increased information may
yield more accurate estimates.

The estimation errors for the plume distribution are shown
in Fig 5(c). The errors for this distribution are larger than
for both puff distributions. Additionally, the estimation pro-
cess does not appear to be sensitive to road network layout,
as the standard deviation is small for all network sizes, nor
to errors, as the performance between the simulations with
and without errors is similar. We also present an example
estimate of the plume distribution in Fig. 6(b). This esti-
mate is generated from a 50 road random network without
errors. While there are obvious differences between the es-

timate distribution and the original distribution in Fig. 4,
the estimate distribution is concentrated in the correct loca-
tion and is of similar magnitude to the original. It appears
that even if the estimates have a larger error, Environmen-
tal Tomography is still successful in identifying areas of high
pollutant concentration from only 50 path aggregates over
a region of 1500 square meters.

In plume distributions, the pollutant is highly concen-
trated in smaller areas of the regions, and so, for most road
networks, the data collection process will “miss” a large por-
tion of the distribution. Unless a sampling point happens
to intersect the this small region of highest concentration, a
large quantity of the distribution will not be included in the
aggregation process. The tomographic reconstruction pro-
cess may not be able to completely compensate for this miss-
ing information, and thus less accurate estimates are pro-
duced. However, any data collection process that relies on
voluntary user participation will most likely suffer from the
same data collection restrictions regardless of whether that
technique uses aggregation to protect user privacy. There-
fore, it is important to not only examine absolute errors, but
also to compare the estimates with other estimates gener-
ated under similar information restrictions. We present this
type of comparison in our next set of results.

In order to compare our technique to an approach with
similar information availability, we consider estimates that
are generated from all of the available sensor readings as op-
posed to the aggregates used in Environmental Tomography.
In this technique, each individual sensor reading is reported
in its own message to the processing center, and the process-
ing center uses the same reconstruction technique on this set
of individual data points. For example, in a road network of
10 roads with 100 sampling points, each of the 100 readings
is reported to the processing center. Hence, the process-
ing center performs a reconstruction using all 100 samples
instead of the 10 aggregate values used in Environmental
Tomography.

In Figures 7(a) and 7(b), we present a comparison of er-
rors for the puff distribution at 1 × 109 seconds after release
and the steady-state plume distribution. Data collection was
done over random road networks for both distributions, and
each bar presents the mean error of simulations on 10 differ-
ent networks. These simulations do not include location and
sensor errors. Results for simulations over biased networks
and simulations with errors are similar.

In the figure, we show the error for estimates that are gen-
erated for each specified numbers of messages. For the cases
of 10, 20, 30, 40, and 50 messages, the messages contain ag-
gregate values over the 10, 20, 30, 40, and 50 paths. For the
cases of 100, 200, 300, 400, and 500 messages, the messages
correspond to each of the individual readings over the same
10, 20, 30, 40, and 50 paths. We note that, for the puff dis-
tribution, estimates generated from just 20 path aggregates
are significantly more accurate than those generated from
100 individual sensor readings. Estimates generated from
40 and 50 path aggregates are comparable to those those
generated from 200 individual sensor readings for both dis-
tributions. Most importantly, for the plume distribution,
the errors are large for estimates generated from both the
aggregates and the individual readings. These results indi-
cate that by using aggregates instead of individual readings,
we do not lose much information about the distribution, and
we can retain the benefits of scalability and location privacy.



(a) Puff at 1 × 109 seconds after release.

(b) Plume.

Figure 7: Mean estimation errors for various numbers of messages in a random road network. Errors for 10,
20, 30, 40, and 50 messages correspond to estimates generated from path aggregates using Environmental
Tomography. Errors for 100, 200, 300, 400, and 500 messages correspond to estimates generated from
individual sensor readings.

7. DISCUSSION AND FUTURE WORK
In this work, we have introduced Environmental Tomogra-

phy, a novel approach to ubiquitous sensing and environmen-
tal modeling. Our technique is unique in that it is designed
to exploit the global properties of the mobile network while
also being conscious of individual user requirements, most
significantly protecting the location privacy of participants.
We have shown that tomographic reconstruction can be for-
mulated as a convex optimization problem with an objective
and constraints that are based on the physical properties of
the underlying phenomenon. Finally, we have demonstrated
the feasibility of our approach through experiments using
various road networks and realistic models of environmental
phenomena.

7.1 Related Work
Tomography and tomographic reconstruction have been

applied in several computing disciplines. Network tomogra-
phy has been proposed to estimate individual network link
delays from end-to-end delay measurements [4, 13]. Since

the end-to-end measurement of a path varies, the system is
overdetermined. The authors therefore employ tomographic
reconstruction techniques that minimize the error due to the
measurement variation. Similarly, tomographic reconstruc-
tion has been used for hardware [16] and software [1] analysis
from end-to-end measurements

The notion of using cell phones to build large-scale sen-
sor network has been the subject of much attention. The
recent work by Kansal et al. [11] suggests using cell phone
microphones and cameras as sensors and proposes an infras-
tructure for collecting this sensor data. There are also sev-
eral ongoing research projects that focus on urban sensing
and participatory sensing by using ubiquitous entities such
as mobile phones and vehicles to develop pervasive sensor
networks. These projects include Urban Sensing [27], Par-
ticipatory Urbanism [18], SenseWeb [23], and Sensor Planet
[24] and the Equator Project [7]. Our work can be seen
as complimentary to these projects. It can build upon the
infrastructure provided by them, and it provides novel ben-
efits that these projects do not address. Specifically, to our



knowledge, this is the first work to propose a data collection
and modeling approach that is sensitive to user privacy con-
cerns and specifically designed for urban mobile networks.

7.2 Future Work
In future work, we will investigate the extension of Envi-

ronmental Tomography to include additional pollution mod-
els such as multiple source and line source distributions. We
also plan to extend our work to accommodate data collec-
tion over large time scales and the generation of dynamic
pollution models. Finally, we will investigate the benefits of
utilizing stationary sensors to supplement the data collection
process and improve the distribution estimation.
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