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Abstract—This paper is focused on the two corner points
of the capacity region of a two-user Gaussian interference
channel (GIC). In a two-user GIC, the rate pairs where one
user transmits its data at the single-user capacity (without
interference), and the other at the largest rate for which reliable
communication is still possible are called corner points. This
paper provides new bounds on the corner points of the capacity
region of a weak two-user GIC (i.e., when both cross-link gains
in standard form are positive and below 1). A refinement of
these bounds is considered for the case where the transmission
rate of one user is within ε > 0 of the single-user capacity.
The bounds on the corner points are asymptotically tight as
the transmitted powers tend to infinity, and they are also useful
for the case of moderate SNR and INR. New upper and lower
bounds on the gap (denoted by ∆) between the sum-rate and
the maximal achievable total rate at the two corner points are
introduced. This is followed by an asymptotic analysis analogous
to the study of the generalized degrees of freedom (where the
SNR and INR scalings are coupled such that log(INR)

log(SNR)
= α ≥ 0),

leading to an asymptotic characterization of this gap which is
exact for the whole range of α. The upper and lower bounds
on ∆ are asymptotically tight in the sense that they achieve
the exact asymptotic characterization. Improved bounds on
∆ are derived in the full version for finite SNR and INR,
and their improved tightness is exemplified numerically. This
conference paper presents in part the paper that is available at
http://arxiv.org/abs/1306.4934, and it improves the
bounds that were previously presented by the same author at
Allerton 2013.

1. INTRODUCTION

The two-user Gaussian interference channel (GIC) has
been extensively treated in the literature during the last four
decades (see, e.g., [5, Chapter 6] and [16]). For completeness
and to set notation, the model of the two-user GIC in standard
form is introduced shortly: this discrete-time, memoryless
interference channel is characterized by the following relation
between the inputs (X1, X2) and outputs (Y1, Y2):

Y1 = X1 +
√
a12X2 + Z1 (1)

Y2 =
√
a21X1 +X2 + Z2 (2)

where the interference coefficients a12 and a21 are time-
invariant, the inputs and outputs are real valued, and Z1

and Z2 designate additive Gaussian noise samples that are
independent of the inputs. Let Xn

1 , (X1,1, . . . , X1,n) and
Xn

2 , (X2,1, . . . , X2,n) be the two transmitted codewords
across the channel. No cooperation between the transmitters
is allowed (so Xn

1 , X
n
2 are independent), nor between the

receivers. The power constraints on the inputs are given by
1
n

∑n
i=1 E[X2

1,i] ≤ P1 and 1
n

∑n
i=1 E[X2

2,i] ≤ P2, for some
P1, P2 > 0. The additive Gaussian noise samples of Zn1 and
Zn2 are i.i.d. with zero mean and unit variance, and they are
also independent of the inputs Xn

1 and Xn
2 . Furthermore,

Zn1 and Zn2 can be assumed to be independent since the
capacity region only depends on the marginal conditional
pdfs of the interference channel (as the receivers are not
cooperating). Finally, perfect synchronization between the
pairs of transmitters and receivers is assumed, which implies
that the capacity region is convex (time-sharing is possible).

In spite of the simplicity of this model, the exact charac-
terization of the capacity region of a GIC is yet unknown,
except for strong ([7], [14]) or very strong interference [2].
Specifically, the corner points of the capacity region have
not yet been determined for GICs with weak interference;
for GICs with mixed interference, only one corner point is
known (see [9, Section 6.A] and [15, Section 2.C]).

The operational meaning of the study of the corner points
of the capacity region for a two-user GIC is to explore the
situation where one transmitter sends its information at the
maximal achievable rate for a single-user (in the absence of
interference), and the second transmitter maintains a data rate
that enables reliable communication at the two receivers [3].
Two questions occur in this scenario:

Question 1: What is the maximal achievable rate of the
second transmitter ?

Question 2: Does it enable the first receiver to reliably
decode the messages of both transmitters ?

In his paper [3], Costa presented an approach suggesting
that when one of the transmitters, say transmitter 1, sends
its data over a two-user GIC at the maximal interference-
free rate R1 = 1

2 log(1 + P1) bits per channel use, then the
maximal rate R2 of transmitter 2 is the rate that enables
receiver 1 to decode both messages. The corner points of
the capacity region are therefore related to a multiple-access
channel where one of the receivers decodes correctly both
messages. However, [11, pp. 1354–1355] pointed out a gap
in the proof of [3, Theorem 1], though it was conjectured that
the main result holds. This leads to the following conjecture:

Conjecture 1: For rate pairs (R1, R2) in the capacity region
of a two-user GIC with positive interference coefficients a12
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and a21 and power constraints P1 and P2, let

C1 ,
1

2
log(1 + P1), C2 ,

1

2
log(1 + P2) (3)

be the capacities of the single-user AWGN channels (in the
absence of interference), and let

R∗1 ,
1

2
log

(
1 +

a21P1

1 + P2

)
(4)

R∗2 ,
1

2
log

(
1 +

a12P2

1 + P1

)
. (5)

Then, the following is conjectured to hold for achieving
reliable communication at both receivers:

1) If R2 ≥ C2 − ε, for ε > 0, then R1 ≤ R∗1 + δ1(ε)
where δ1(ε)→ 0 as ε→ 0.

2) If R1 ≥ C1−ε, then R2 ≤ R∗2+δ2(ε) where δ2(ε)→ 0
as ε→ 0.

The discussion on Conjecture 1 is separated in [12, Section 1]
into GICs with mixed, strong or one-sided interference. This
is done by a restatement of some known results from [3],
[4], [7], [9], [11], [13], [14] and [15].

In the following, we focus on GICs with weak interference
(i.e., the channel model in (1) and (2) where 0 ≤ a12, a21 ≤
1); for this class of GICs, the corner points of the capacity
region are unknown yet. These corner points are studied in
the converse part of this paper by relying on two existing
outer bounds on the capacity region. The first bound is based
on [6, Theorem 3] by Etkin et al., and it applies to two-
user GICs with weak interference. The second bound is a
specialization of the outer bound by Telatar and Tse [17]
for two-user GICs (see [5, Section 6.7.2]). Although these
are not the tightest existing outer bounds on the capacity
region of GICs, these bounds are useful for our analysis and
they lead to informative and simple closed-form expressions.
Furthermore, the gap of the capacity region to each of these
two outer bounds is asserted to be within one bit ([6], [17]).
The interested reader is referred to various existing outer
bounds on the capacity region of GICs (see, e.g., [1], [6],
[8], [9], [10], [13], [15], [17]).

The structure of this paper is as follows: Conjecture 1
is considered in Section 2 for a two-user GIC with a two-
sided weak interference. The excess rate for the sum-rate
w.r.t. the corner points of the capacity region is considered
in Section 3. A summary is provided in Section 4. The reader
is referred to the full paper version in [12] that includes
proofs, additional new improved bounds, discussions and
further observations.

2. ON THE CORNER POINTS OF THE CAPACITY REGION
OF A WEAK GIC

This section considers Conjecture 1 for a weak GIC. It
is easy to verify that the points (R1, R2) = (C1, R

∗
2) and

(R∗1, C2) are both included in the capacity region of a weak
GIC, and the corresponding receiver of the transmitter that
operates at the single-user capacity can be designed to decode

the messages of the two users. We proceed in the following
to the converse part, which leads to the following statement:

Theorem 1: Consider a weak two-user GIC, and let C1,
C2, R∗1 and R∗2 be as defined in (3)–(5). If R1 ≥ C1 − ε for
an arbitrary ε > 0, then reliable communication requires that

R2 ≤ min

{
R∗

2 +
1

2
log

(
1 +

P2

(1 + a21P1)(1 + a12P2)

)
+ 2ε,

1

2
log

(
1 +

P2

1 + P1

)
+
(

1 +
1 + P1

a21P2

)
ε

}
. (6)

Similarly, if R2 ≥ C2 − ε, then

R1 ≤ min

{
R∗

1 +
1

2
log

(
1 +

P1

(1 + a21P1)(1 + a12P2)

)
+ 2ε,

1

2
log

(
1 +

P1

1 + P2

)
+
(

1 +
1 + P2

a12P1

)
ε

}
. (7)

Consequently, the corner points of the capacity region are
(R1, C2) and (C1, R2) where

R∗
1 ≤ R1 ≤ min

{
R∗

1 +
1

2
log

(
1 +

P1

(1 + a21P1)(1 + a12P2)

)
,

1

2
log

(
1 +

P1

1 + P2

)}
(8)

R∗
2 ≤ R2 ≤ min

{
R∗

2 +
1

2
log

(
1 +

P2

(1 + a21P1)(1 + a12P2)

)
,

1

2
log

(
1 +

P2

1 + P1

)}
. (9)

In the limit where P1 and P2 tend to infinity, which makes
it an interference-limited channel,

1) Conjecture 1 holds, and it gives an asymptotically tight
bound.

2) The rate pairs (C1, R
∗
2) and (R∗1, C2) form the corner

points of the capacity region.
3) The answer to Question 2 is affirmative.

The proof of Theorem 1 relies on the two outer bounds on
the capacity region that are given in [6, Theorem 3] and [8,
Theorem 2]. The reader is referred to [12, Section 2] for a
proof.

The following remark explains the advantage of the bound
presented in Theorem 1 over the bound that was previously
presented by the author at Allerton 2013. As we will see, this
improvement has a significant effect on the tightness of the
asymptotic results in Section 3 that are based on the analysis
in [12, Section 3].

Remark 1: Consider a weak symmetric GIC where P1 =
P2 = P and a12 = a21 = a ∈ (0, 1). The corner points of
the capacity region of this two-user interference channel are
given by (C,Rc) and (Rc, C) where C = 1

2 log(1+P ) is the
capacity of a single-user AWGN channel with input power
constraint P , and an additive Gaussian noise with zero mean
and unit variance. Theorem 1 gives that

Rc ≤ min

{
1

2
log

(
1 +

aP

1 + P

)
+

1

2
log

(
1 +

P

(1 + aP )2

)
,

1

2
log

(
1 +

P

1 + P

)}
. (10)
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In the following, we compare the two terms inside the
minimization in (10) where the first term follows from the
ETW bound in [6, Theorem 3], and the second term follows
from Kramer’s bound in [8, Theorem 2]. Straightforward
algebra reveals that, for a ∈ (0, 1), the first term gives a
better bound on Rc if and only if

P >
2a2 − a+ 1 +

√
5a2 − 2a+ 1

2a2(1− a)
. (11)

Hence, for an arbitrary cross-link gain a ∈ (0, 1) of a
symmetric and weak two-user GIC, there exists a threshold
for the SNR where above it, the ETW bound provides a
better upper bound on the corner points; on the other hand,
for values of SNR below this threshold, Kramer’s bound
provides a better bound on the corner points. The threshold
for the SNR (P ) tends to infinity if a → 0 or a → 1; this
implies that in these two cases, Kramer’s bound is better for
all values of P . This is further discussed in the following:

1) If a → 0 then, for every P > 0, the first term on
the right-hand side of (10) tends to the capacity C;
this forms a trivial upper bound on the value Rc of
the corner point. On the other hand, the second term
on the right-hand side of (10) gives the upper bound
of 1

2 log
(

1 + P
1+P

)
which is smaller than C for all

values of P . Note that the second term in (10) implies
that, for a symmetric GIC, Rc ≤ 1

2 bit per channel use
for all values of P . In fact, for a given P , the advantage
of the second term in the extreme case where a → 0
served as the initial motivation for incorporating it in
Theorem 1.

2) If a → 1 then, for every P > 0, the first term tends
to 1

2 log
(

1 + P
1+P

)
+ 1

2 log
(

1 + P
(1+P )2

)
which is

larger than the second term. Hence, also in this case,
the second term gives a better bound for all P .

Example 1: The condition in (11) is consistent with [9,
Figs. 10 and 11], as explained in the following:

1) According to [9, Fig. 10], for P = 7 and a = 0.2,
Kramer’s outer bound gives a better upper bound on
the corner point than the ETW bound. For a = 0.2,
the complementary of the condition in (11) implies that
Kramer’s bound is indeed better in this respect for P <
27.725.

2) According to [9, Fig. 11], for P = 100 and a = 0.1, the
ETW is nearly as tight as Kramer’s bound in providing
an upper bound on the corner point. For a = 0.1, the
complementary of the condition in (11) implies that
Kramer’s outer bound gives a better upper bound on
the corner point than the ETW bound if P < 102.33;
hence, for P = 100, there is only a slight advantage to
Kramer’s bound over the ETW bound that is not visible
in [9, Fig. 11]: Kramer’s bound gives an upper bound
on Rc that is equal to 0.4964 bits per channel use, and
the ETW bound gives an upper bound of 0.5026 bits
per channel use.

3. THE EXCESS RATE FOR THE SUM-RATE W.R.T. THE
CORNER POINTS OF THE CAPACITY REGION

The sum-rate of a mixed, strong or one-sided GIC is
attained at a corner point of its capacity region. This is in
contrast to a (two-sided) weak GIC whose sum-rate is not
attained at a corner point of its capacity region. It is therefore
of interest to examine the excess rate for the sum-rate w.r.t.
these corner points by measuring the gap between the sum-
rate (Csum) and the maximal total rate (R1+R2) at the corner
points of the capacity region:

∆ , Csum −max
{
R1 +R2 : (R1, R2) is a corner point

}
.

(12)

The parameter ∆ measures the excess rate for the sum-
rate w.r.t. the case where one transmitter operates at its
single-user capacity, and the other reduces its rate to the
point where reliable communication is achievable. We have
∆ = 0 for mixed, strong and one-sided GICs. This section
derives bounds on ∆ for weak GICs, and it also provides an
asymptotic analysis analogous to the study of the generalized
degrees of freedom (where the SNR and INR scalings are
coupled such that log(INR)

log(SNR) = α ≥ 0). This leads to an
asymptotic characterization of this gap which is demonstrated
to be exact for the whole range of α. The upper and lower
bounds on ∆ are shown to be asymptotically tight in the
sense that they achieve the exact asymptotic characterization.
Improvements of the bounds on ∆ are derived in [12]
for finite SNR and INR, and these bounds are exemplified
numerically in [12].

A. An Analogous Measure to the Generalized Degrees of
Freedom and its Implications

Consider a two-user symmetric GIC whose interference
coefficient a scales like Pα−1 for some fixed value of α ≥ 0.
For this GIC, the GDOF is defined as the asymptotic limit
of the normalized sum-rate Csum(P,Pα−1)

logP when P →∞. This
GDOF refers to the case where the SNR (P ) tends to infinity,
and the interference to noise ratio (INR = aP ) scales such
that log(INR)

log(SNR) = α is kept fixed for a non-negative α. The
GDOF for a two-user symmetric GIC (without feedback) gets
the following closed-form expression:

d?(α) , lim
P→∞

Csum(P, Pα−1)

logP
(13)

=



1− α, if 0 ≤ α < 1
2

α, if 1
2 ≤ α <

2
3

1− α
2 , if 2

3 ≤ α < 1
α
2 , if 1 ≤ α < 2

1, if α ≥ 2

. (14)

For large P , let us consider in an analogous way the
asymptotic scaling of the normalized excess rate for the sum-
rate w.r.t. the corner points of the capacity region. To this end,
we study the asymptotic limit of the ratio ∆(P,Pα−1)

logP for a
fixed α ≥ 0 when P tends to infinity. Similarly to (13), the
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denominator of this ratio is equal to the asymptotic sum-
rate of two parallel AWGN channels with no interference.
However, in the latter expression, the excess rate for the
sum-rate w.r.t. the corner points is replacing the sum-rate
that appears in the numerator on the right-hand side of (13).
Correspondingly, for an arbitrary α ≥ 0, let us define

δ(α) , lim
P→∞

∆(P, Pα−1)

logP
. (15)

provided that this limit exists. In the following, we demon-
strate the existence of this limit and provide a closed-form
expression for δ.

Theorem 2: The limit in (15) exists for every α ≥ 0, and
the function δ admits the following closed-form expression:

δ(α) =


∣∣ 1

2 − α
∣∣ , if 0 ≤ α < 2

3
1−α

2 , if 2
3 ≤ α < 1

0, if α ≥ 1

. (16)

The proof of Theorem 2 is provided in [12].
Equations (14) and (16) imply that, for an interference

level α ∈ [0, 1], the difference between the GDOF (denoted
here by d(α)) and δ(α) is half a bit per channel use.

The following are some implications of Theorem 2:
• The GDOF is known to be a non-monotonic function

of α over the interval [0,1] (see [6, pp. 5542–5543]
and (14)). From (16), it also follows that δ is a non-
monotonic function over this interval. For P > 1, the
cross-link gain a = Pα−1 forms a monotonic increasing
function of α ∈ [0, 1], and it is a one-to-one mapping
from the interval [0, 1] to itself. This implies that, for
large P , the excess rate for the sum-rate w.r.t. the
corner points (denoted by ∆(P, a)) is a non-monotonic
function of a over the interval [0,1]. This observation is
supported by numerical results in [12, Section 4].

• For a weak and symmetric two-user GIC, the excess
rate for the sum-rate w.r.t. the corner points is the
difference between the sum-rate of the capacity region
and the total rate at any of the two corner points of the
capacity region. According to Theorem 1, for large P ,
the total rate at a corner point is an increasing function
of a ∈ (0, 1]. Although it is known that, for large P ,
the sum-rate of the capacity region is not monotonic
decreasing in a, a priori, there was a possibility that by
subtracting from it a monotonic increasing function in a,
the difference (that is equal to the excess rate ∆) would
be monotonic decreasing in a. However, it is shown not
to be the case. The fact that, for large P , the excess
rate ∆(P, a) is not a monotonic decreasing function of
a is a stronger property than the non-monotonicity of
the sum-rate.

• For large P , the excess rate ∆(P, a) jumps drastically
when the cross-link gain just varies slightly from 1√

P
to

1
3√
P

. This observation follows from (16), due to the fact
that δ obtains its maximum and minimum, respectively,
at α = 1

2 and α = 2
3 (this refers, respectively, to a = 1√

P

and 1
3√
P

). This observation is supported by numerical
results in [12, Section 4].

Various additional implications and numerical results that
support all these implications are considered in [12].

B. New Simple Bounds on ∆ for finite SNR and INR

The following theorem introduces new bounds on the
excess rate ∆ for finite SNR and INR, and these bounds
are demonstrated to be asymptotically tight in the sense of
achieving the asymptotic result in Theorem 2.

Theorem 3: Consider a two-user symmetric GIC with weak
interference in standard form where P1 = P2 = P and a12 =
a21 = a ∈ (0, 1]. Then,

∆(P, a) ≤ 1

2

[
min

{
log(1 + P ) + log

(
1 +

P

1 + aP

)
,

2 log

(
1 + aP +

P

1 + aP

)}
− log

(
1 + (1 + a)P

)]
and, if P ≥ 2.551,

∆(P, a) ≥ 1

2

[
min

{
log
(
1 + (a+ 1)P

)
+ log

(
1 +

P

1 + aP

)
,

2 log

(
1 + aP +

P

1 + aP

)}

−min

{
log
(
1 + (a+ 1)P

)
+ log

(
1 +

P

(1 + aP )2

)
,

log(1 + 2P )}

]
− 1.

Furthermore, the upper and lower bounds on ∆(P, Pα−1)
are asymptotically tight, as we let P tend to infinity, in the
sense of achieving the asymptotic limit δ(α) for an arbitrary
α ≥ 0.
The proof of this theorem is provided in [12, Section 3].

Corollary 1: Consider a two-user symmetric GIC with
weak interference in standard form where P1 = P2 = P
and a12 = a21 = a ∈ (0, 1]. Then,

1

2
log

(
1 +

1

a

)
− 1 ≤ lim

P→∞
∆(P, a) ≤ 1

2
log

(
1

a

)
where the base of the log is 2.
• This provides the correct scaling of ∆(P, a) for large P

and fixed cross-link gain a.
• The gap between the upper and lower bounds is at

most 1 bit, and the bounds are tight at a = 1 (both
bounds are zero). Indeed, for a = 1, the capacity
region is the polyhedron that is obtained by intersecting
the capacity regions of two Gaussian multiple-access
channels; hence, ∆(P, 1) = 0 for P > 0.

Consider the capacity region of a weak and symmetric
two-user GIC, and the bounds on the excess rate for the sum-
rate w.r.t. the corner points in Theorem 3. In this case, the
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transmission rate of one of the users is assumed to be equal
to the single-user capacity of the respective AWGN channel.
Consider now the case where the transmission rate of this
user is reduced by no more than ε > 0, so it is within ε of
the single-user capacity. Then, from Theorem 1, it follows
that the upper bound on the transmission rate of the other
user cannot increase by more than

f(ε) , max

{
2ε,

(
1 +

1 + P

aP

)
ε

}
.

Consequently, the lower bound on the excess rate for the
sum-rate in Theorem 3 is reduced by no more than f(ε).
Furthermore, the upper bound on this excess rate cannot
increase by more than ε (note that if the first user reduces
its transmission rate by no more than ε, then the other
user can stay at the same transmission rate; overall, the
total transmission rate it decreased by no more than ε, and
consequently the excess rate for the sum-rate cannot increase
by more than ε). Revisiting the analysis in this sub-section
by introducing a positive ε , ε(P ) to the calculations, before
taking the limit of P to infinity, leads to the conclusion
that the corresponding characterization of δ in (16) stays un-
affected as long as

lim
P→∞

ε(P )

logP
= 0

which then implies that

lim
P→∞

f
(
ε(P )

)
logP

= 0

when the value of the cross-link gain a is fixed. For example,
this happens to be the case if ε scales like (logP )β for an
arbitrary β ∈ (0, 1) (so, in the limit where P →∞, we have
ε(P )→∞ but ε(P )

logP → 0).

4. SUMMARY

This paper considers the corner points of the capacity
region of a two-user Gaussian interference channel (GIC).
The operational meaning of the corner points is a study
of the situation where one user sends its information at
the single-user capacity (in the absence of interference),
and the other user transmits its data at the largest rate for
which reliable communication is possible at the two non-
cooperating receivers. The approach used in this work for
the study of the corner points relies on some existing outer
bounds on the capacity region of a two-user GIC.

This work provides bounds on the corner points of the
capacity region of a two-user GIC with weak interference
(see Theorem 1). The excess rate for the sum-rate w.r.t.
the corner points of the capacity region (denoted by ∆) is
introduced and studied in this paper. An asymptotic analysis
of this gap is provided in [12], analogously to the study of
the GDOF (where the SNR and INR scalings are coupled),
leading to Theorem 2. It is shown to be tight in the whole
range of this scaling. Upper and lower bounds on ∆ are
introduced in Theorem 3, for finite values of SNR and INR,

based on the analysis in [12]. These upper and lower bounds
on ∆ are demonstrated to be asymptotically tight in the
sense of reproducing the exact asymptotic characterization of
this gap in Theorem 2. Moreover, the bounds in Theorem 3
are further improved in [12] for finite SNR and INR, and
these improvements are exemplified (this part of the work is
skipped here due to space limitations). The reader is referred
to [12] that includes proofs, additional improved bounds and
numerical results, discussions and further observations.
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