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Abstract — We address the problem of filtering and
prediction.of an individual binary sequence based on
its noisy past, as an extension to [1]. The perfor-
mance criterion investigated is the expected fraction
of errors. We propose algorithms and compare their
performance to that of the best finite state machine
(FSM). We improve on previous results [1] by show-
ing that optimum performance can be achieved by
Lempel-Ziv-based estimation algorithms.

I. INTRODUCTION
Let 61,0;,... be an arbitrary binary sequence corrupted by
a Bernoulli noise process vy,vs,... with Pr{v; =1} 2 p-
An observer accesses the noisy sequence yi,%2,..., where
yi = 8; ® vi, and ® denotes addition modulo 2. The observer
is interested in either estimating 6; (filtering), or predicting
041 (prediction), based on y1,y2,...,yi. We seek a universal
estimator whose bit error probability is essentially as small as
that of the best FSM, simultaneously for all §. Previous work
[3],[2] can be viewed as a special case of this filtering prob-
lem, where in [2] it was shown that there exists a sequential
estimator whose asymptotic performance is as good as that
of the best estimator that is implementable by a single-state

machine. In [2], prediction without noise was considered and

a sequential LZ-based predictor was shown to attain the fi-
nite state predictability of all infinite sequences. In this work,
we improve on previous results of [1] where an asymptotically
optimum sequential algorithm with growing memory was in-
troduced. In this work we present a more practical, LZ-based
algorithm that achieves the same goal. -

A finite-state filter (FSF) with S states is a causal device
that, upon receiving a sequence of observations y1, yz, - . ., gen-
erates a sequence of estimates 61,82, ..., while going through
a sequence of states i, s2,... that take on values in a finite
set § = {1,2,...,5}. The mechanism of the FSF is defined
by a pair of deterministic functions f and g, where f is the
output function that is given by 6; =
and iy, = f (s:) for prediction, and g is the nezt-state func-
tion that defines a recursive state update rule, according to
si+1 = g(8i,y:). Let Gs be the set of all next-state functions
of no more than § states. Henceforth, 27 ,i < j, generically
designates (i, Zit1,...,2z;). Also, denote by gx the k-th order
Markovian next-state function whose state at time instant ¢ is
defined by s; = y{_;. For a given (£, g), let e (07, v7,(f,9)) 2
L 31 Y4, 26,) De the fraction of errors attained when (f, g)
is applied to y. Let e (67) 2 ming E{e (67,47, (f,9))},
and define the FS filterability of an infinite sequence 6 by
e(f) = lims_ ;00 limp_y o mingegs €9(87). The aperiodic FS
filterability, €(8), is defined similarly, with the exception
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f(si,y:). for filtering

that the minimization is over the class of aperiodic ma-
chines, and the Markovian filterability, u(6), is defined by
limg 00 limp s o0 €, (87).

II. MAIN RESULTS

Our main result is a derivation of a scheme that asymptotically
achieves e(8). This scheme is based on the incremental parsing
(IP) procedure of the LZ '78 algorithm, and can be viewed
as a Markovian machine of increasing order. The transition
between states is identical to that of the equivalent scheme in
[2], apart of the fact that it is the noisy sequence {y:} which
determines the states sequence rather than the clean one. The
state at time instant ¢ is the string of bits observed since the
last phrase has terminated.

The estimation is as follows: denote by NY(s,x)
S0i73 Ysi=s,yi41=c) the joint count of state s and the value
of the nezt noisy bit being z, and let N¥(s,z) be a random-
ized version of it, i.e., N¥(s,z) = NY(s,z) + z(t) (Ne(s))*/?
where {2:(t)}|_, ,z € {0,1}, are independent r.v.’s uniformly
distributed over the interval [0,1] and N;(s) = E:=1 1(s;=s}-

Let Nf(s,z) = Z::; 1(s;=s,0,=2) be the joint count of
state s and. the value of the current clean bit bemg x.
Now, an estimation of Nf (.s z) is performed: Nf(s,z) =

1—121: 21_1 Lsima,yi=z}) — 1= 2pN¢(s), and some auxiliary

randomization is introduced which results in Nf(s,z) =
N (s,) + z2() (Ni()) 7.

For prediction, the decision rule is 8,41 = z if NV ¢ (se,2) >
N”(st,l — z). For filtering, the decision rule is §, = = if
N¢ (s, 2) > 1—,,Nt (st,1 — z), and otherwise 6, = y¢, where
ties are broken arbitrarily. Denote by e’F(07) the expected
fraction of errors made by this scheme.

Our first result is that, when prediction is concerned
eg (07) — mingecs eg(f7) < ﬁ 'z(lkn—_fl)
u(0) = e(9). When both filtering and prediction are con-
cerned we show that eg, (87) — mingeg,,q aperiodic €g(07) <
O(a(S,p))k += k where |a(S, p)| < 1 which implies that u(f) <
€(6) for ﬁltermg We further show that e’”(87) — e, (67) <

o (Vﬁ) +0 (l ogn) Combining these two observations

and therefore

it follows that the above described scheme achieves the FS
filterability.
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