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Encoder–Assisted Communication

♣ Encoder =⇒ additive noise channel =⇒ decoder

♣ Helper =⇒ rate–limited description of the noise =⇒ encoder

♣ Similar, but not identical, to Gel’fand–Pinsker (’80).

♣ Motivation: helper = interfering transmitter; noise = his codeword.

♣ Lapidoth & Marti (’20): AWGN capacity = ord. capacity + help rate.

♣ Achievability – flash help: high res. compression of a small segment.

♣ This work: error exponents
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Formulation

AWGN channel:

Yi = Xi + Zi, Zi ∼ N (0, σ2), i = 1, 2, . . . , n

Helper:

T = T (Zn), T : IRn → T = {0, 1, . . . , exp{nRh} − 1}.

Encoder:

Xn = φ(m,T (Zn)), φ : M×T → C ⊂ IRn, M = {0, 1, . . . , enR − 1}.

‖Xn‖2 ≤ nP

Decoder:

m̂ = ψ(Y n), ψ : IRn → M.

Error probability: Pe(φ, T, ψ) = Pr{ψ(φ(m,T (Zn)) + Zn) 6= m}.
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Formulation (Cont’d)

R = achievable–rate:

∀ ǫ > 0 ∃ suff. large n s.t. minφ,T,ψ Pe(φ, T, ψ) ≤ ǫ.

Capacity:

C
△
= sup. of achievable rates = C0 +Rh (Lapidoth & Marti, 2020).

where C0 =
1

2
log(1 + γ), γ

△
=

P

σ2
.

Reliability function:

E(R) = lim
n→∞

[

− 1

n
log min

φ,T,ψ
Pe(φ, T, ψ)

]

.
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Main Theorem

Lower bound (achievability):

E(R) ≥ EL(R)
△
=











∞ R < Rh

Ea(R−Rh) Rh < R ≤ Rh + C0

0 R ≥ Rh + C0

Upper bound (“converse”):

E(R) ≤ EU (R)
△
=











∞ R < Rh

Ewsp(R−Rh) Rh < R ≤ Rh + C0

0 R ≥ Rh + C0

where

Ewsp(R) =
1

2

[

e2C0 − 1

e2R − 1
− ln

(

e2C0 − 1

e2R − 1

)

− 1

]

.
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Discussion

♣ Both bounds: = ∞ below Rh; = 0 beyond C0+Rh; finite in between.

♣ The bounds are “compatible” from a qualitative viewpoint ...

♣ Inherent phase transition at R = Rh.

♣ Helper - equivalent to a noiseless bit pipe of capacity Rh.

♣ Achievability: using the flash–help approach.

♣ Fixed–rate helper: arbitrarily large exponent for R < Rh.

♣ Variable–rate helper: Pe = 0 for R < Rh.
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The Achievability Scheme

Helper uses all nRh bits to describe only Zt, t = nτ , 0 < τ ≪ 1:

If Zt ∈ B(
√

tσ2(1 + s)), quantize uniformly with step size ∆ s.t.

nRh = log

(

Vol{B(
√

tσ2(1 + s))}
∆t

)

which yields

∆ ≈
√

2πeσ2(1 + s) · exp{−Rh/τ}.

During this segment, the encoder transmits xt(m)− [zt]Q.

The corresponding received signal is

yt = xt(m) + zt − [zt]Q
△
= xt(m) + z̃t, z̃t ∈

[

−∆

2
,
∆

2

]t

– p. 7/??



The Achievability Scheme (Cont’d)

where {xt(m)} ∈ cubic lattice code with step-size ∆,

supporting rates up to

nR′ = log

(

Vol{B(
√
nP )}

∆t

)

≈ nRh +
nτ

2
log

2πeP

σ2(1 + s)
≈ nRh

An error occurs in the short segment only if Zt ≥ tσ2(1 + s),

which happens with probability of about

exp
{

−n · τ
2
[s− ln(1 + s)]

}

.

For τ however small, s can always be taken sufficiently large

to make this exponential rate arbitrarily fast.

The remaining rate, R−Rh, is encoded in the complementary segment

of n(1− τ) and error exponent ≈ Ea(R−Rh).
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The Converse Bound

Difficuly: Due to the helper, Xn depends on Zn in an arbitrary manner.

Consequence: sphere–packing bound is based on a

change of measures:

Zi ∼ N (0, σ2) → N (0, σ̃2) s.t.
1

2
log

(

1 +
P

σ̃2

)

+Rh = R

rather than

Zi ∼ N (0, σ2) → N (θxi, σ̃
2)

for the worst (θ, σ̃2) over channels of capacity ≤ R.

The result is the weaker version of the sphere–packing bound.
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More in the Full Article:

♠ General continuous–alphabet additive channels.

♠ The modulo–additive channel:

♦ Fixed–rate helper

♦ Variable–rate helper

♠ The Gaussian MAC with a given total help rate for both encoders.
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