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1 Introduction

Phishing is a form of online fraud that is doing increasingidge to the financial industry. In its traditional
form, a victim is sent a fraudulent email message directiegvictim to fraudulent website, normally hosted
on a hacked machine, with some urgent call to action. Thegserpf the call to action is typically to incite
users to follow a link, by suggesting that they will receieer® form of reward for following the link, suffer
a penalty for failing to follow, or some combination of theawr he website that the victims are directed to
is designed to mimic the appearance of a legitimate sitdy aa@n online bank, vendor or payment system.
The goal here is to continue the confidence game, initiateddrcall to action, so that the victim remains
convinced that she is interacting with the legitimate sltee fraudulent website will request from the vicim
a number of credentials and other information of interasthsas personally identifying information. The
goal of the attacker, termedmhisher is to trick the victim into releasing his credentials to freudulent
website, so that later they may be used to perform some fofrawd. In general, the credentials of interest
are credit or banking related, the most common examples iwhwihclude credit-card numbers, or pairings
of usernames and passwords for online banking sites. Rhislggo obtain as much information as they can
from their victims. Phishers generally sell off the infotina that they collect to other individuals, called
casherswho specialize in monetizing the information, and the mofermation that a phisher can acquire
on a given victim the more value it will fetch, as this infortioa aids the cashers in their goal.

Apart from the social aspects of phishing, there are aldonieal components. These are often aimed
at circumventing phishing countermeasures (see, e.g.3[32or spam filters (see, e.g. [35]), or at mining
user-specific data of relevance to an attack (see, e.g.2@631].) Thus, phishing is a complex threat,
consisting of both a technical component and a social/mdggital component. Its very complexity is also
what makes it so difficult to defend against. As an examplelof wis difficult to defend against, we can
recall how security experts, until quite recently, argusat bnce the public became aware of the threat, then
technical security features such as SSL would eradicatprtstdem. This is not happening. One reason is
that while most people understand that there is an assmtibétween security and the presence of an SSL
lock, many do not know how to interpret security indicat@ed|, e.g., [22, 14]) and few know that phishers
can also use SSL [39] or simply add locks in tmtent portiorof a webpage [33]. Second, it is known that
there is a tremendous discrepancy between what typicad kisewand what theyractice An example of
this is illustrated by recent studies involving eyebaltkiag [46], in which it was concluded that most users
rarely look for SSL indicators, much less choose to intewdtit these. While educating usersniscessary
to some degree, it is also difficult [43]. Moreover, it is naffient to explain the problems to the target
audience, but one must also change their behavior. It istbardtangle the technical aspect from the social
aspect when we address the problem of phishing, and an tadeirsg of both may be necessary to make
significant progress.

1.1 Why Phishing Works

Phishing works due to a confluence of several different factti begins with a victim receiving a call to
action that is essentially nothing more than a confidenceegaeople have been tricked by confidence
games for as long as there have been con-men. While spars filtelr other anti-spam technology can
help reduce the exposure to these calls to action, it cafydmsargued that even if spam were essentially
eliminated, phishers would be able to con people into wigitheir mimicked sites through other means.
Once the intended victim visits the mimicked site, the canfime game is continued by providing a site that
looks and has similar user experience to a legitimate shés felps to establish or maintain a sense of trust
with the fraudulent site, meaning that the victim is liketygrovide it with information that he otherwise
would not. Constructing a site that has a similar look antlifeef course, not a difficult process, and can



even be automated [45]. Because the user believes he iadatitgy with the legitimate site as opposed to
a fraudulent one, he does not worry about releasing potisntianfidential information to it, as the user
would often willing and safely release the same informatmthe corresponding legitimate institution.

However, there exist cryptographic mechanisms built inetoslrowsers that are supposed to aid users
in determining the identities of the websites they are mgit In particular, websites can use the Secure
Socket Layer (SSL) protocol or its IETF standardized versibe Transport Layer Security (TLS) protocol,
to push non-forgeable cryptographic certificates issuetrusted authorities to browsers who visit their
sites, thereby authenticating themselves. Since manwgtifmost, legitimate commerce and banking sites
use these certificates, it is reasonable to ask why consugnarcognize the mimicked sites by their lack
of legitimizing certificate issued by a trusted certificakbere are varying reasons that can be given for this,
but, almost universally, they can be grouped in to the cayegiousability issues: Users generally have little
understanding of what or where the browser’s most basiaigmdicators are, nevermind how to use them
in order to determine the identity—or lack thereof—of thebsite with which they are communicating. For
example, most users do not seem to be able to interpret thkedon displayed by browsers to indicate
an SSL/TLS session has been established. Typical users toamw even lesser extent that it may be
clicked to display a certificate containing information abthe purported identity of the website, along
with information on the identity of the authority which iswching for its identity* The result is that when
users visit phishing sites, the lack of appropriate cry@pbic authentication is not noticed, and users tend
to rely on indicators that they have come to trust in the nigitad world, such as the presence of brand
logos and other look-and-feel branding intangibles, réigas of how inapplicable these indicators are as
authenticators in the digital realm. A further, or more dethexplanation of the general phishing problem
is beyond the scope of the current presentation, but intstesaders are directed to [28] for comprehensive
coverage of the issue.

The threat of phishing is real and expensive. Apart from tinect damage phishing is doing to the
financial industry, it is also seriously threatening to liad¢t expansion of e-commerce, due to the erosion of
trust among many computer users. In fact, largely motivateghishing scams, the Federal Deposit Insur-
ance Corporation (FDIC) and the Federal Financial IngihgiExamination Council (FFIEC) mandated that
all online banks in the US would need to substantially imprtheir authentication technologies by the end
of 2006, beyond that of simple passwords over SSL/TLS astaddl authenticated and encrypted channels
[17].

1.2 Other Approaches

While punitive legislative approaches (see [11] for a reyienay keep some would-be phishers out of the
game, it is unlikely that law enforcement alone can causdiagable dent in the phishing statistics, making
technical countermeasures important. Given that phishsitmpth a technical and a social problem, such
countermeasures are far from straightforward. Moreovieengthe complexity of the problem, it is not
likely that there would benesolution that would address it in its entirety. Insteadsitikely that many
different solutions will be needed to lessen the successofatarious types of attacks.

An important first step is therefore to understand the taronof phishing attacks, allowing us to tailor
countermeasures for each class of attacks. Not countinganabased attacks (such as spyware or keyboard
loggers, or attacks on routers [44]), one can notice that ptashing attacks consist ofdeliverycomponent
(often using spam techniques) andnamicry component. The latter presents the victim with information
intended to cause him or her to divulge particular user creals, while being under the impression that he
or she accesses the resource that is being impersonated.

In this discussion we will ignore another problematic issQertificates are often issued with weak or improper vaiitaof
the requester’s identity.



One of the main difficulties of preventing mimicry is what anay term thesecurity gagetween users
and their machines. More specifically, all user decisioesaade given the information users are presented
by their computers. Practitioners and researchers alileedpat it is a difficult problem to determine how to
convey to a user information relating to his or her secutéyus — in particular in the light of the possibility
of the adversary attempting to present the similar but idviadications to targeted victims. For example,
almost all phishers use the logos of the organizations thefrging to impersonate, and some cause a small
lock (identical to the SSL icon) to be presented in the bodyelh pages that amot secured by SSL. Users
often do not realize that the lock icon is in the wrong loaatiand have no way of determining that the logos
were used by somebody other than their rightful owners. ¢t faany legitimate companies’ sites add to
this confusion, as they place similar lock logos on their ypalges in numerous spots, in an effort to convey
to customers the belief that their site is secure. Anothesae for the security gap is that users do not notice
the presence of warnings or the absence of reinforcing ibgauiormation, as supported by [30, 41].

We believe that mimicry will become increasingly sophisted, with the functionality of entire sites
being emulated by attackers, and in particular, with ang tgp“secure login” windows being mimicked,
even if said windows are provided by the browsghis will circumvent the security of techniques such as
Password Authenticated Key Exchange [4, 36, 34], whichtéguaturally) base their security guarantees
on being used We call this new type of attackdoppelganger window attadks it evades security require-
ments by looking the same as (potentially) secure intesféce without offering the “behind-the-scenes”
functionality of these. In other words, the attacker sgit@ become @oppelganger or identical twin —
of the various interfaces he wants his victim to see. A inaton of this attack is the so-called “picture in
picture” attack [27].

In this presentation we introduce the notion of doppelgamagiacks, and offer a first treatment of how
to defend against these. This is done in the contept@miscuous usersi.e., users who may operate from
a large number of semi-trusteterminals, some of which may not been used before. We notéftbae
instead assumes non-promiscuity, the problem is simpliisdhe usersomputercan automatically verify
(by means of stored state certificates, digital signatete¥that a previously visited site is not impersonated.
Indeed, under this assumption, no user login is needed: #@himes can verify each other’s identities
by means of cryptographic authentication methods befotesscis granted (although in such scenarios a
password may still be desirable to ensure the legitimateisdke one currently using the machine). Thus,
such a setting shifts the emphasis to that of protectinghageialware (as is needed for all approaches) and
securing the initial access to a user machine.

One approach to defend against such doppelganger attatlat &f a secure communications pathway.
Traditionally, these have been used for the initial access (ogon) of the user's machine at the operating
system level, but may in principle also be used for any ustrestication process, even at the application
level—although, this would require OS support. This cqroesls to a solution in which a trusted third
party is placed on a terminal (normally a portion of the opiegasystem), and is used to guarantee that
all login attempts are made using timended protocgland not some fake masquerading interface. It also
ensures that no other process gets access to the credefmalexample, imagine a solution in which a
user must always — when presented with a secure login windopress some combination of keys that
moves the computation into a “safe state” in which only verstricted authentication functionality and its
user interface are made available. This would shift thelprolio that of securing the operating system, and
allow the secure use of standard mutual authenticatiomigals, such as the previously mentioned PAKE
protocols. However, in the absence of such a solution,redtete approaches (such as ours) are necessary.

2\We do not assume that the correct protocols are followedidassume the absence of keyboard loggers, and the like. & mor
detailed trust model is presented in section 5.



Our proposal. We propose a protocol that permits a user interface thatgeswsers with visual character-
by-character feedback as they enter their passwords, intiousers to stop entering their password if they
obtain feedback that they do not recognize—a sure sign efdanting with the wrong site. While there are
numerous ways in which the interface to such a protocol cbelimplemented, our goal is to provide a
secure protocol on which such interfaces can be built. Asxamele, with our protocol, one could require
that passwords are entered by pointing to keys of an onligbdard over which the feedback images are
displayed, or to confirm with the mouse that each image displas correct after it was entered in the
keyboard; but these are just two interfaces that could bg loffrthe same protocol. Finally, we point out
that while users will be required to recall passwords, ag thaitionally have, they need only recognize
feedback, a cognitively much simple cognitive task thamltec

Our approach, which is based on oblivious transfer (OT) amsbword authenticated key exchange
(PAKE), is proven secure in several critical ways based gptographic assumptions and models. A con-
tribution of potential independent importance is a blimgiachnique used to reduce the costs of communi-
cation and computation of the OT component of the solutiombyduction of one extra move in which
the client sends the server a blinded request, the respongkicth is later unblinded to obtain the actual
response. This technique allows a high degree of secunitginfified by the number of possible images
that can be selected for each password character that ieénte the same time as a reasonably efficient
implementation.

2 Related Work

The rapid rise of phishing attacks and their potential toehkarge negative effects on e-commerce has
resulted in a significant number of researchers trying teestiie phishing problem. The approaches have
varied widely, which is appropriate given the fact that pirig is at heart a social engineering attack, and
thus can take on many different guises. We briefly review softlee main works in this area.

Chou et al. [12] use a system that evaluates a given web paljecames up with a “phishiness” index
to indicate the likelihood that the web page in question & tf a phisher. The index is computed based
on factors including, but not limited to: similarity of URb known phishers’ sites, the inclusion of official
logos from official sites and requests for passwords andtarards.

Several commercial efforts, among them those by Microsodt @Bay, involve browser extensions to
flag blacklisted sites (where an updated blacklist is fratjyemade available for automated download).
A related but academic effort is the Trust-Bar constructigrHerzberg and Gbara [25], which associates
logos with the public keys of the certificates of visited siteThe hope is that displaying the logos will
create a better conceptual connection between the orgamizaertifying that a site can be trusted and the
trusted site. Further, it is postulated that the use of Iadiosvs for the development of corporate branding
for certificate authorities, creating a valuable asset fhictv they will have incentive to protect, by not
improperly issuing certificates in improper situations.

When a user can knowingly trust the user interface he or shsing, then traditional cryptographic
PAKE protocols can be used to ensure security, as the phisimerot simply bypass them. Therefore, a
key issue in overcoming doppelganger attacks is to produeested path from the user to the server, when
possible. An excellent review of trusted paths is availabl§l6]. A way to circumvent the traditional
problem of trusted path was recently suggested by ParnagRerd Kuo [40]; their approach involved the
use of an auxiliary device (a cell phone) to maintain trustiede. Dhamija and Tygar [15] also approach
the phishing problem by trying to address phishing by cnegdi trusted path between the user interface and
the user. In their proposal, to establish trust in the ugderface, a user must select a specific image which
will be superimposed onto all dialog boxes presented by tberger. Since the selected image is known
only to the user (and possibly provided by the user), thehghisannot duplicate such a dialog box. For this



solution to be used, the user must have a pre-establishegl $e user’s image) with the browser, and so
this technigue does not allow for promiscuous browser isentodel we address.

Clearly, the notion of trusted path is very relevant to ddfagainst phishing and doppelganger attacks.
The trusted path problem is closely related totilusted computingroblem (see [42] for a comprehensive
discussion). While trusted paths are typically concernil ow to secure data input (e.g., by standardized
and secure interfaces) trusted computing instead is coadeavith controlling what processes are running on
a given machine, and what resources they have access taallypisted computing efforts do not directly
address the doppelganger problem, since an attacker maydeceive a user to perform some action (such
as inputting his password) using a web browser window. &isbmputing controls what applications
are run, and must for practical reasons allow the executiameb browsers; in typical trusted computing
scenarios the contents of webpages viewed by the browseotxerified or validated. Note that it is non-
trivial to automate the interpretation of content, as casden by the failure of commercial efforts to block
spam.

Passmark! (also branded aSiteKey is a product of RSA Security (EMC), and has recently been
deployed by the Bank of America. This product attempts totfigtishing by building on the traditional
username/password interface by having the site authémtieek to the user. It does so by first recognizing
client machines by means of previously saved cookies, arrdduesting the user to enter his username. If
the user and his machine are recognized then Passmark @ausesspecific image to be displayed, after
which the user can enter his password. Users are trained eoitér their password unless they recognize
the image displayed to them. The product also has a sedeesimponent that analyzes login attempts and
usage patterns, looking for fraudulent activity.

While Passmark is a promising approach, the client-sidéiggphas some drawbacks. First, in the
presence of cookies, Passmark protected sites display ageito the user, but this constitutes placing
a secret on the user’'s computer; in such cases strongeiogrgphic mechanisms surely could be used.
Second, given that cookies are not resilient to pharming, (sg., [28]), their techniques do not seem to
provide any protection against such attacks. Finallyradtéve identity verification methods are needed
when users do not accept cookies or when users migrate betwaehines (i.e., the case of promiscuous
user). In such cases, the user is not presented with the jrbagés instead authenticated through other
independent means. User studies by Schecter et al. [41]dteoven that the approach may not succeed
in bridging the security gap between users and their mashi8abjects in a user study were found not to
react to the absence of Passmark images. Further, the suinjdke study were aware of participating in a
phishing study, which is known (see, e.g., [1]) to introdadsias. However, a similar observation was made
in the context of the “eBay user greeting” in [30], where salg were not aware of participating in a study,
much less a phishing study.

A similar technique to Passmark is that of Yahoo!'s Site ;stas is a technique by which users can
upload text or images to a server which then displays thesawte user returns to the site. Like Passmark,
this is a technique reliant on cookies and elements storéeinser cache [48], but instead of identifying the
user(which requires asking for the user name), it only recognibebrowserinstalled on a given machine.
While the interface of Site Seal is similar to that of Pasdnitis not identical, and it is unclear, although
likely, that it would suffer from the same lack of user reciigm that current Passmark interfaces suffered,
as previously discussed.

While it remains possible that users of our proposed DPDegystould also fail to notice the absence
of their correct feedback images, we note that such isswesridically dependent on the user interface
that is used to interface with the protocol, and that an gppately designed user interface can address
this problem. We note that the design of such an interfachasptrview of HCI experts, and therefore
out of the scope of this presentation. Our goal is to desigecars protocol upon which such an interface
can be draped. Our emphasis is on the design of a cryptograpbiocol that meets realistic efficiency



requirements and which supports a user interface that loelighd against doppelganger attacks, without
the need for local storage such as is necessary for cookies.

3 Doppelganger Attacks

While we have briefly mentioned doppelganger attacks, mghction we formalize the notion, and discuss
some of the difficulties in defending against strong onlinppelganger attacks.

In adoppelganger attagkan attacker controls one or more windows on a user's magcaimeproduces
an output that duplicates the appearance (and apparerichedy) of a given target site. The attacker
aims to make a victim believe that he or she is interactindp tie given target site, while he or she instead
is interacting with the attacker. The goal of this is to allthe attacker to capture the victim’s credentials,
and later enable the attacker to impersonate the user tegftariate site. Note that the attacker needs not
present an exact duplicate or functionality of a given tesgfe, but rather it must only be convincing enough
to confuse average users: Images and interfaces that aréydlecorrect to experts are often mistaken as
legitimate to average users, due to their more casual wadeiag of security indicators, browser chrome
and standardized interfaces. We will consider two clasédsmpelganger attacks:

Offline Doppelganger Attacks. We may assume that the attacker has one or more accounthaitirget
site. The attacker is permitted to communicate with thectagge a polynomial number of sessions in order
to learn the behavior of the target site, and collect othiarimation necessary to duplicate the appearance
of the target site. Once this process is completed, thekatamnstructs a doppelganger site, and tries to
cause the user to enter her credentials (associated witartiet site) as input to the doppelganger site. The
attacker may later connect to the target site in order torgitéo impersonate the victim (using the harvested
credentials), but the attacker is not permitted to have ggssions with the target site and with users at the
same time.

Let us now consider the need for interactivity to addreffine doppelganger attacks. Suppose to the
contrary that the there is no feedback to the ukaing password entry. Any feedback given to the user
beforepassword entry can be duplicated by a offline doppelgangackat—recall that there are no shared
secrets between users and their machines, nor trustedpgaghways. This attack is mounted by having the
attacker enter the username of the client into the authsitéis page, storing the resulting display feedback,
and ceasing communication with the authentic site. Nowafdime user accesses the doppelganger site, the
attacker looks up the display information and presents pelganger display to the user. Since the display
is identical (or similar) to the display that the user expdotsee, she enters her password to the user. In
contrast, if authenticating information is only displayegter the password is entered, then an attacker will
have the user provide her username and password, and wjlysimot provide the appropriate feedback.
The user at this point may realize that she was attacked amdnty be beneficial, but her password has
been disclosed to the attacker at this point.

Online Doppelganger Attacks. In this model the attacker is permitted all of the benefits rofoffline
attacker, but is not required to terminate communicatioti ¥fie authentic site once it starts trying to con-
vince users about the authenticity of the doppelgangerEitas, this is a type of man-in-the-middle (MIM)
attack. We distinguish it from tradition cryptographic Midtacks, because here the attacker is interacting
at the interface level with the victim, as opposed to thequotlevel that cryptographers are concerned with
(i.e., the victim is not running security protocols that shight think she is, but rather interfacing with a
maliciously controlled interface that tricks the victintarthinking she is running such protocols). Note that



even if a proposed security protocol is secure against aarsawy that has complete control of the network
the point is irrelevant as in a doppelganger attack, theopobtis not being executed.

Given our assumption that the user has no shared secretvithdchine, and that there is no piece of
trusted real estate on her display, it follows that therecisnmage that her machine can display that cannot
be duplicated by the attacker. Suppose a user visits theetippmer's site, the doppelganger then quickly
visits the authentic site, and based on its appearance dr@\same picture on the user’s display as was
shown to the attacker on his. Note that all of the informasent by the user is available to the attacker
as there are no security protocols enabled on the doppedgaitg; similarly, all information sent by the
authentic site becomes available to the attacker, as he egjharent end-point of the communication as far
as the authentic site is concerned.

In effect, in the above attack, we have the attacker coirigplivhat is displayed on the user’'s monitor,
and everything she inputs into the machine is sent direotié¢ attacker. Thus, we can think of the user
as effectively interfacing with a malicious machine, aneréhis no hope of protecting the input of the user
at this point, as we could simply imagine that the maliciouschine has an input-logger that captures the
user’s confidential information. In fact, if the doppelgangode is run on the victim’s machine, then it
becomes little more than a special-purpose keyboard lo¢fgee assume that the doppelganger code is run
on another machine (that may be easier to compromise thaictima’'s machine) then it may be possible for
the service provider to detect anomalies in terms of the iggdgc mapping to IP addresses, and the number
of sessions started from the range of IP addresses belotwihg machines controlled by the attacker. This
is not studied herein, though, as we focus on the offline latibone; while this is arguably easier to defend
against, such an attack is also easier to mount.

4 A High-Level View of Our Goals

If there were aruly concurrentway for the human user (represented by the client machirgjrenserver

to verify each other’s credentials without leaking themase of failure, then the problem considered herein
would no longer exist. While it may appear that the problencarfcurrent signature exchange (e.g, [7,
19, 21]) would be closely related to this issue, there arabietfunctional differences relating to when
eitheruser (and specifically not their machine) woulelarn or enterinformation. In the absence of true
concurrency, we propose a technique to approximate caroeyrrin this particular context. This is done by
letting the server machine provide gradual feedback on beentials entered in the client machine; this
feedback is presented to the human user, allowing the sastefdhe login process if invalid feedback is
noted.

Before describing our approach in more detail, it is impairta consider the potential danger presented
by providing gradual feedback. Among cryptographers, # isell-understood design principle that one
should maximize the entropy of the distribution from whigtiet credentials are drawn, by not processing
and providing feedback for password entry little by little.particular, if a server were to verify an entered
password character by character as these are entered,lafi@dhacorrect character is seen, then this will
very clearly allow for an interactive divide-and-conquepeoach to determining the password of a victim.
We are well aware of this potential threat, and address thieigam as follows:

Gradual and flexible feedback. We place two requirements on our solution:

1. The server should not obtain any partial credentialsndutie execution of the protocol, but only after
the human user (of the client side) has approved all gradeaidfack material. This is to prevent the
scenario where an attacker, acting as a legitimate sevamgithe legitimate protocol, learns a few
bits of a user password in spite of not knowing the correaialifeedback.



2. Each feedback item should be dependent on the most readnt gf the credential, i.e., on all the
characters that have been entered. This is both to maxiimézemin-entropy of the feedback, which
in turn increases security by making it more likely that aspler cannot duplicate correct feedback
without knowledge of the password; and to secure againgpdesry failures to recognize invalid
visual feedbacks. Namely, and as we will later describe imemtetail, we assume that users may
occasionally fail to recognize incorrect visual feedbaakg we want to make sure that the first mis-
match between the user-entered password and the versred sipthe server causes all consecutive
feedback to be incorrect.

These two requirements may appear to be in contradictiom @ath other, since the first suggests that the
server cannot learn any information until the protocol ctetgs, whereas the second states that mistakes
to recognize invalid feedbacks are aggregated. Howevusrafiparent contradiction can be resolved by the
use of oblivious transfer techniques; these allow the tlieindex (using the credential prefix)database

of feedback items that is unique to the user in question. & could employ simpler techniques not
involving OT, the use of OT allows us to defend against a mesdistic threat, corresponding to a tiered
adversarial model.

Side channel attacks. An attacker can only improve his chances of success (beymidt guessing the
password) by either performing shoulder surfing on a victivhi¢h is excluded by our adversarial model,
as will be detailed next), or by interacting as a man-in-thddhe with both the victim and the server a large
number of times.

In the former case, the attacker would have to start a sesgibnthe server; guess a first credential
prefix; and compare the resulting feedback to the obsenedbfeck (retrieved through shoulder surfing).
This would have to be done repeatedly, which would provideaatjral indication of attack. We note that
typical implemented authentication systems allow for dodyween three and ten mistakes before special
action is taken, such as temporarily suspending the accoutitis context, this first attack is less serious
than the doppelganger window attack would be in the abseinmer@ountermeasure.

In the latter case, the attacker would attempt to infer thpeeted sequence of feedback items by popu-
lating an entire malicious database with the images retddéfrough interactions with the legitimate server,
and determine from the user’s reaction whether this wasdhect image or not. Assuming, for simplicity,
that the password alphabet has only 26 characters (a clear lmound), then the attacker could interact
with the server 26 times to retrieve all possible feedbackgte first character of a password for a user
it wishes to attack. The attacker would then create a dagaimaghich only half of the retrieved images
correspond to the correct images returned by the legitiseteer; the attacker would then trick the user to
attempt to log in to his “half correct” service. If the usetalds the attack (and halts input), then the attacker
knows the password character corresponds to the modifi€ofrikle database, and otherwise the attacker
learns the character corresponds to the correct half ofatebdse. By performing this attack some,26
rounds with different correct subsets of images, the atfatkable to determine what the first password
character is. Note that this would only require= 26 + log, 26 interactions with the server and client and
the attack is guaranteed to learn the first character of teewmad. This could then naturally generalized
to retrieve the remaining characters of the password. Adllirthis would result in an attack that uses only
mgq calls, wheremn is the number of characters in the password. This is suliestgiriietter (for the attacker)
than the best possible attacks on PAKE protocols. Theresdhee number of interactions with the server
and client would only be able to successfully share a key wiitier party with a probability of at most
gm/(26™). Here, the probability corresponds to the number of intesas over the size of the dictionary of
passwords. (Note that we are assuming a uniform distribudfgpasswords over the dictionary). However,
while theoretically speakingthis is a truly devastating attack, it has very limited picad applicability as



typical users would be expected to react to a threat of titis tyefore any meaningful amount of data has
been leaked, and most servers now halt interaction withgilients after a small number of interactions
which fail to properly authenticate. Further, a doppelgarajtack on current PAKE or SSL protocols would
allow the attacker to retrieve the entire password with @udty interaction, whereas our protocols negates
the possibility off offline doppelganger attacks withoutmpanteractions.

We provide a solution that allows for a careful analysis,le/bperating in a threat model that is prac-
tically oriented. We use oblivious transfer techniquesltonathe exchange of feedback and credentials,
without leaking the credentials. If the human user accdpddedback items, then a traditional password-
based key exchange is performed on the then-fully-entewstkatial. While the traditional use of oblivious
transfer technigues would render our approach impradtictle extent that it would not be deployable, we
are providing some new efficiency improvements that bringrdthe costs to a range where the technique
offers substantial promise. However, for common deployniersettings where computational resources
are scarce, further improvements may be necessary; we hapeur proposed design can spur follow-up
work that lowers the costs to the extent that the associatthiques ar&uly practical.

5 The Model

Participants. We consider the following participants: human users (ad$erred to plainly asisers; user
machines; target sites (service providers with estaldisikdationships to users); and the adversary. We
assume that users have pre-established shared secretsingéhsites (passwords to be remembered and
feedback to be recognized), and that these are relatively gte., not of sufficient length to allow secure
usage as cryptographic keying material.) There are no stedkished secrets between user machines and
target sites.

Adversary. We consider a remote, networked adversary; while the pmol@eshoulder surfing is a re-
alistic threat in some contexts, it is rather unlikely in ttentext of phishing attacks. In practice, we also
believe that users are also more likely to understand anggrthemselves from shoulder surfing attacks
than phishing attacks; this is because shoulder surfingsexishe real world, where people have a strong
intuition for such things, as opposed to phishing whicheelbn a completely artificial security context
provided by the browser’s user interface.

The adversary is assumed to have several cryptographicleasmmppelganger abilities. Cryptograph-
ically, we must allow the adversary to be a passive advergatycan listen in on valid authentication
transcripts between users and servers. Next, as an actreesady it ought to be able to execute the DPD
protocol as either a malicious server, or client, as faitor@rotect against such attacks could render the
protocol useless. Finally, an even stronger model shoutbhsidered in which the malicious Man-In-The-
Middle (MITM) adversary that can control all network traffiand concurrently manipulate the traffic of
many simultaneous authentication sessions. Due to theagtiee nature of the protocol, traditional PAKE
security models are insufficient, and we leave the developwfesuch a model to future work. Without an
appropriate model, we do not prove our protocol secure midéiting although we conjecture it should be,
for some reasonably strong model. . Finally, we note thab suMITM adversary is substantially more
powerful than those currently enjoying success with phigtattacks, We also note that while the online
MITM model is more commonly considered in much of the litaraf the offline model has practical merit
as various risk assessment tools run on the back-end ofdpdinks have the potential of detecting plausible
man-in-the-middle attacks given odd network traffic paseoften associated with MITM attacks that are
actually deployed in practice; and while a well masquerauean-in-the-middle attack can be run by first
placing malware on the client machine (after which the midiary would run on this machine), such an
attack automatically bypasses all known client-side sgcareasures by virtue of its strength.
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From the perspective of a doppelganger attacker, the atyessassumed to be able to direct selected
victims from a target site to a site controlled by the adwststhis may be done either at the beginning of,
or during®, a session. The adversary may also control selected pescassning on the user machine (as
described below), and may interact with the target sitereado during an attack (as detailed in section 3).

User machine. We do not assume that the user machine hasstomgd staterelating to previous login
sessions (for the given user or others), nor that the taitgehas any information relating to any potential
public key associated with the combination of the user andatget machirfe Furthermore, we model the
machine as aemi-trustechode: (a) we assume that all processes are isolated fromo#iaet) and cannot
access each other’s storage, input, or output, except fomfmrmation transmitted over the network; and
(b) competing processes may run independently of each, atiey display information to the user, and
will receive any user input entered in their respective wing. Finally, we do not assume the existence of
so-called secure chrome, or any other secure monitor rgkes

User assumptions. It is important to model users in a realistic manner, as thelravioral characteris-
tics are an important part of the problem. Whereas traditi@nyptographic protocol research does not
consider the human factor, it is important to do that in odtirsge Our initial problem statement revolves
around the problem for typical users to identify the corngsgr interface, especially so in the context of
adversarial mimicry. Users often fail to notice securitformation communicated to them [47]. They are
better at noticing the presence of incorrect informatio8] fBan the absence of correct information [30],
but commonly make mistakes of either kind. We rely on usesotoewhat reliably detect the presence of
incorrect information and the absence of correct inforamgtive do not quantify the probability with which
this is done, as we do not have data supporting what is redlisassume. Further, any such data would be
severely dependent on the interface draped over the piptrud, as we have stressed, the design of such
an interface is a completely separate problem.

Computational assumptions. We assume that we are functioning in the random oracle medgth
assumes that before the protocol begins, a random funéfion0,1}* — {0, 1} is made available to all

of the parties. While its known that arbitrary protocolsy@o secure in the random oracle model cannot be
securely implemented [10, 2, 24], in practice it has showbea@n effective heuristic, and the RSA-OAEP
sub-protocol of TLS is already reliant on the assumptionyem a practical point of view this assumption
is the same as the one currently made. Other than this, theasthcryptographic assumptions apply: all
parties are limited to computing in probabilistic, polynafiime. We note that the random oracle is needed
to provide an efficient oblivious transfer algorithm thatisfées stronger security requirements than are
normally required. In essence, we require a limited formaf-malleability against a man-in-the-middle
attacker. Further, many PAKE protocols make use of the Ran@cacle model (the exception is the work
of Katz et al. [34], but this protocol is not widely deployedjinally, our protocol relies on the traditional
Decisional Diffie-Hellman (DDH) assumption, and a new sfgembut seemingly reasonable assumption
based on it and related to the Static Diffie-Hellman (SDHppm, where the adversary has limited access
to an exponentiating oracle. In the traditional DDH assuomptinformally, an adversary is given a generator
g of a cyclic group, and/* and ¢¥ for randomz andy, and then a value that is either a random group
element org™¥; the assumption states the adversary cannot distinguistebr the two possible values
for z. This is opposed to the original computational Diffie-Hedimassumption which assumes that an

3We note that such redirection attacks are not meaningfié araryptographic key has been established between th¢ sitege
and the user machine.
“This would otherwise contradict our requirement of allagypromiscuous accesses of target sites.
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adversary, when given® and ¢g¥ cannot computg® . The SDH assumption is a strengthening of the
computational DH assumption that addresses the secwsitg i3f protocols that effectively give adversaries

access to static DH oracleg¥ (w) 2 wY that raise group elementis to the powery, when onlyg¥ is
known by the adversary. Examples of protocols that rely andécurity include ElGamal [20] in the case of
chosen ciphertext attack security, and the Ford-Kaliski etrieval protocol [18]. Note that because of the
random-reducibility of traditional DDH, the adversary leways had access to such an ‘oracle’ for random
gueries. The added benefit from this assumption is that thersaly can make queries relating to gffe

of interest. The SDH assumption has been studied to sometéxtidhe computational Diffie-Hellman case
by Brown and Gallant [8], who show connections between it tiedhardness of the underlying Discrete-
Logarithm problem. However, the issue has been left sedynimstudied in the stronger decisional case.
In particular, we posit that having access to such an om@élér a small constant number of queries, say
t, is helpful only in computing Diffie-Hellman values, and is not of any other help in distiigling even
at + 1st Diffie-Hellman value from random, even if the valugs, ..., ¢** of interest to the adversary were
known in advance.

6 High-Level Protocol Description

The DPD protocol is built on top of two cryptographic prirnés: (?)—Oblivious Transfer (OT) and Pass-
word Authenticated Key Exchange (PAKE). Efficient protacthat implement these primitives are well
known in the cryptographic community. We give brief and itiwe descriptions of these two essential
elements.

(1)-OT: this is a primitive between a chooser and a sender, where @sehdearns one string from
possible strings of the sender. The security propertiesToéiure the following security properties:

1. The chooser learns only the string that it has chosen frensénder.
2. The sender does not learn which string the chooser chose.

PAKE: Thisis a primitive in which a client secretly exchanges atwgraphic key with a server with which
it has previously shared a small (generally human-memigigzg@assword: the difference between the
password and the cryptographic key being that the formeresdmom a distribution with relatively
low entropy. The security properties ensure that a passiversary has essentially no chance of
guessing the exchanged key, whereas an active advershilitg @ guess the exchanged key is no
more tharng /D, wheregq is the number of interactions that the adversary has witlclieat or server,
and D is the size of the dictionary from which the passwords areseho Observe that if the key-
exchange is based on a password, this is essentially analgeunurity condition, as an adversary
can always guess a client’s password with a probability/dp. This is done by choosing different
passwords from the dictionary, and actively logging on ®dkrver with each of them and seeing if
one of them is correct.

The goal of Delayed Password Disclosure is to only discloseuser’s entire password at the point in
which she is convinced she is talking to the intended sitd (ant a phisher). When she is convinced she is
talking to the correct site she can be confident that thealisce of her password will not cause her harm.
Because of the step-by-step disclosure of the password, &3Béntially offers a graceful failure model for
authentication.

The high level idea of DPD is the following. Imagine that tleever has a database of easily distinguish-
able images. In particular, assume (for explanatory p@posly) that there are as many images as possible
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prefixes of passwords. Again for the sake of example, lefipsse the characters in a password are chosen
from an alphabet of size 26. In delayed password disclosuien the user enters the first character in her
password she is returned one of the first 26 images in the algalspecifically we think of the first char-
acter of her password as indexing into the image databasadalivious-transfer protocol. When the user
enters the second character of her password, she is retangedf the nex{26)? images in the database
which is indexed (via another OT protocol) by the the first wi@racters of the password. This process
continues for each character in the user’s password. Onteage has been returned for each character of
the user’s password, and they are all the images she wastiexpdlen she can be relatively sure that she is
interacting with the correct protocol, and therefore catiate a traditional PAKE protocol with the server.

For a practical implementation, it would be excessivelysto transfer a large number of images via
an OT protocol, even for the most efficient of OT protocolserdfore, we imagine that instead of having
a database of images, the server has a database of indereagesi that are actually transfered. The user
then uses the index to look up the image in a local databagbearser can alternatively use the index to
produce an image via random-art techniques (such as thesered in [13]).

7 The Delayed Password Disclosure Protocol

Ideally, we would like our DPD protocol to behave like a PAKB®{ocol, but with the added property that
associate with each client’s username and password is arvaotalues(y, .., y.), which we can think of
as representing images that the user expects to see attengrgach character of her password. Similarly,
we think of having each client’s account on the server aasediwith the client’s username and password
as well as a random functidh. We would like to think ofZ being given to a trusted third party, and as the
client enters her password, after each charagtehe value ofZ (¢4, ..., ¢;) is revealed to the client, and
only if Z(¢1, ..., ¢;) = y; for eachy, will the user be convinced that she is dealing with the @irserver
and agree to perform the password authenticated prototiolitwi

7.1 An Intuitive Description of the Protocol

In order to create our protocol, one initial thought mighttbeconsecutively perform a series of PAKE
protocols, one for each character in the password (¢1, ..., ¢,,,) that the client has shared with the server.
The ‘shared password’ for th&" execution of a PAKE protocol is thé" characterg;, of the password
¢. If both parties agree on; as thei*® character of the password, then a shared key would be etat|i
between the client and server, and this can be used to tratisniimage corresponding to thi@ character
of the passwor@ from the server to the client. The security properties ofRAKE protocol would ensure
an adversary, masquerading as the server, would not leaichtiracters of the password, when sent by the
client.

Unfortunately, such a proposal has several problems., Ritstn the server and the client do not agree on
a character in the password, then which image is display#tetaser? Since the client can easily establish
the disagreement over characters, it might seem reasofwatthe client to display a random image in such
a scenario. However, this will not work as it would permit alversary acting as a client to easily perform a
server-probing attack on the client’s password: the advgrsould guess the first character of the password,
and look at the image displayed. It would then repeat theopobtwith the server, guessing the same first
character. If the image displayed in both cases is the sdraa,with high probability this is the correct
first character of the password, otherwise the adversanyasagteed that this is not the first character of the
password. By repeating this process, the first charactebeatetermined, and then the process repeated.
In order to prevent such a simple probing attack, we woulel iikensure that for any incorrect prefix of the
password the same incorrect image is displayed, no mattentany times the protocol is invoked.
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An OT protocol solves many of the above problems. It allows tmhave a database of images: one
image for each possible prefix of the password. When the fiestacter of the password is input by the the
client or adversary, it is used to index into the databaseheaOT protocol to retrieve the corresponding
image. Because the database is fixed, it does not matter how timaes an adversary imitates a client,
the same password prefix will always result in the same seguefiimages. Further, because the OT
protocol ensures that the server does not learn what posifithe database was queried, if the adversary
were simulating the server it would not learn the passwoedipsupplied by the user. Finally, because the
server is guaranteed that the client learns exactly onédas¢aentry, there is no fear that a large number
of feedbacks can be retrieved by a phisher with a small nurabarteractions with the server. |If this
were possible, then the phisher could use the collectechéoidinformation to later perform an offline
doppelganger attack.

This OT solution seems quite reasonable and seeminglysstiteeproblem. However, it is clear this is
not a practical implementation when one considers thatuheing time for even the fastest OT algorithms
is, by necessity, proportional to the size of the senderfaliise, and the database size is proportional to
the users’ password space. In order to circumvent this pnoph series of OTs are performed on databases
the size of the password alphabet (one OT for each charactiee ipassword), where each character of the
password is used to index into a separate database. Thedmskd are populated with ‘image feedback’
that is dependent on the previous selection of the usergligegmitating the notion of performing an OT
on the entire prefix of the password. However, this dependeantradicts the goal of keeping the user’s
selection secret from the server. Therefore, before tlemicperforms an OT with the server, it needs to
communicate to it the prefix of the password that has alreaéy lentered, so the server’'s database can be
made dependent on it. This must be done in a blinded fashidhas the nothing about the prefix is learned
by the server, but in a manner that allows the server to mak®Bidependency. This is done through the
use of some Diffie-Hellman exchanges.

Once the entire protocol has been entered by the client drasiteceived all of the expected feedback,
then it should be convinced that it is talking to the corramiver, but the server still has not received au-
thentication from the client. Therefore, a traditional FAKrotocol is then executed. The entire protocol is
described in the next section.

7.2 A Detailed Description

Using the DDH assumption, we take a cyclic graslf orderq where the assumption is assumed to hold,
find a generatoy. We will assume that these are fixed for the remainder of thopol's description.

Let 3 be the alphabet over which passwords are chosen, where wm@sdBat|Y| is a small but rea-
sonable constant: in practice this might be in the range dd@%66. We assume that a cliefitand a server
S have previously shared a passward = (¢o, .., om—1) € X™ wherem is the length of the password
in characters, in practice this would be in the range of 8 to\@#en this password was agreed upon, the
server randomly selected a pseudo-random function (PRF){0,1}" — {1,...,¢ — 1} from an appropri-
ate generator. This function is used to construct an alieemBRFZg, F¢ : |2, X' — G, that maps from
the domain of password-prefixes to grot#p This function is used as it can be computed in an interactive
and blinded way by the DPD protocol. The feedback for the asanput of¢; is Z, g, (¢0, ..., ¢m ). The
functionZ is defined below:

1>

Zy.ro(0) g0 =y,

A Fo(|Z|-i4-és .
Igch(qu?"WQSi) = yl_cl(‘ |Z+¢)=yz (1§2)
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The DPD protocol is given in Fig. 1, followed by the OT protbatdended to be used in Fig 2. Note that
it is only the OT protocol that uses the random oradleThis OT protocol is a simple modification of that
presented by Naor and Pinkas [38], which itself was a modifinaf a protocol presented by Bellare and
Micali [3]. We refer the reader to these references for mwaufsecurity of the OT protocol. We do not
specify a particular PAKE protocol, as their efficiencies &irly similar, and the protocol is only called
once. Therefore, any of the PAKE protocols described in $34, 23] should suffice.

Client Server
C S
¢q:¢07-~~7¢77L71 <éc :¢07-~~7¢7n71
Y:y07-~~7ym71 Y:y07~~~7ym71
Fe:{0,1}" - {1,...,q — 1}
g g
Round 0
C

Do, « g"e) (j < |%)).
(‘?‘)-OT((Z&(NDO)
Yo < Do, g, Do = (Do,0, -+, Do,|z|-1)

If 5 # yo then halt input :
Round1 <i<m
i €U {1..q — 1}
a; = (yi—1)"
Dy; — aFel=lit)
foro <j < |X|

(7)-0T(¢s, Di)
yi = Dzl/df D; = (Dio,..., Di|s|-1)
If y; # y; then halt input

End Round
PAKE((S, ¢cl|Y), (C, ¢c|]Y))

Figure 1: A depiction of a DPD protocol between the cliéntand the serverS. In the description
(*)-0T(¢;, D;) represents the execution of the oblivious transfer prdtdescribed in Fig 2 where the

client C is selecting thep;th element from the possible choices representedﬁmand where the previous
image history ¢;_1) is carried along, blinded by the client/chooser using tiring factorz;. This allows

the image of roundto be a function of all password charactagsto and includingheith character, without
requiring the OT function to allow an explicit selectiontncsuch a large corpus in each round. For reasons
of efficiency, this is an important practical feature givhattthe OT protocol used has a linear complexity in
the number of possible choices. Finally, PAKE, ¢¢||Y), (C, ¢¢||Y)) denotes the execution of the PAKE
protocol by the client and server, where each use the padswoconcatenated with” as the password for
the PAKE protocol, and the usernamgandC as inputs to the protocol.

Security against Passive Doppelganger AttacksIn order to prove security against passive doppelganger
attacks, we consider a scenario where an adversary wishaswince a specific user to log-on to his
fraudulent phishing web-site, that is spoofing a seS/#hat the client has previously established a password
¢ with. We assume that the adversary has access to an honestaean oracle. The adversary is allowed to
interact with this server as many times as it wishes. Ingllj it is at this point that the adversary attempts
to learn all information that is needed to fool the user lattw logging on to the phishing site. Afterward,
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Chooser Sender

Inputi € [1..n] Data: D1, .., D,
Chooser €y [1..¢ — 1]
Choosek €y [1..q — 1] 9°,Cr, .., Cn ChooseCl, ..., Cn €y Z.
PK
Let PK = C;/g" For eachj let PK; = C} /PK"

Chooses, t € {0,1}"
For eachj letV; = H(PKj,s,j) ® (Dj,t)

Let (D}, t) = H(PK, = g"*, s,i) & V; Vi, Vi, 8, M LetM = H(t,Vi,...,Vu,g",Ct, ..., Co, 5).
If Ht, V1, ..., Va,g",C1,...,Cn,s) # M
output_L
O.W. outputD;

Figure 2: An efficient OT-protocol based on that of Naor andkBs [38] that is provably secure in the
RO-model. As noted in Figure 1, the protocol has a linear derily in the number of possible choices.

the adversary is given a challenge passwgrdnd asked to produce the images that correspond to it. This
is to model the fact that a user should stop entering her madswhen incorrect feedback is returned. The
adversary is successful if it can retufp(¢) (i.e., the appropriate feedback corresponding to the parskw
).

If the adversary interacts as an honest party with the setlvat is it runs the correct cryptographic
protocol, while trying to determine the sequence of imagasesponding to a user's password, then it
clearly can learn only a sequence of images per password fgiin attempt. The pseudo-randomnesg of
ensures that given the feedback for a given password preégbfck cannot be predicted for other prefixes.
The security properties of the OT protocol ensure that only sequence of feedbacks is retrieved by the
adversary per interaction with the server.

Cryptographic Security Security against a passive eavesdropper follows direxiiy the security guar-
antees of the OT and PAKE protocols, which guarantee sgcagiinst such adversaries, and the fact the
remaining network flows consist of public or random data,olhthe adversary could have produced itself,
and thus does not contain valuable information.

Next, consider an active adversary who tries to impersomgtgitimate server, when interacting with a
legitimate client. In this case the OT and PAKE security peots ensure that the adversary does not learn
the client’s password if it does not both the password, aedctirrect feedback the server is supposed to
provide. There are two reasons for this, the OT protects tbfixdnputs of the user and the PAKE protocol
ensures minimal information is lost in the case where thtentiand adversarial server do not share the same
password. Further, because the DPD protocol concaterfadeddback strings to the DPD password for
use in the PAKE protocaol, this ensures that not only must thveisary know the correct password, but the
correct feedback strings.

In the case of an adversarial client interacting with a legite server, then an attempt to interact with
the server by feeding it a password results in the adversamning nothing more than the whether or
not the attempted password is valid, as well as the feedhthek<orrespond to the attempted password.
That no information is leaked on feedback that does not spamrd to the selected password is guaranteed
by a combination of the OT protocol’'s security guaranteed iwe strengthened SDH assumption. The
strengthened assumption is needed here, for if in some rotimdadversary does not compute= y;" ,,
but rather sends some other valdig then the honest server will still raise it to appropriatpaents
derived fromf, and these values are returned in the following rounds tirabe OT protocol. Yet, our
computational assumption guarantees that in such caseadtersary learns no information.
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Finally, one should consider a strong adversarial modelhitlkwvthe adversary controls the entire net-

work, and can have multiple authentication sessions iaterancurrently. In such situations one needs
strong cryptographic models such as those proposed byr8daltaal. [4] or Canetti [9]. Security in such
models is desirable as the Internet, in principal, allowsesagshries to manipulate traffic in a large range of
fashions. While the works previously mentioned providadframeworks, they must be extended in order
to allow such a proof. We are currently pursuing such workweler, as previously alluded to, these mod-
els allow attacks that are sufficiently stronger than thess $n practice, and further, currently many strong
attacks that would be practical in this model are MITM attattiat are currently largely detectable through
other mechanisms that are in place, such as the detectiafdaireanomalous network traffic metrics.
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