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In a world of big data we want transactions of sharded data with ACID guarantees
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ACID-RAIN_—e g | recall = 1.0: predicting all accesses.

Better recall = higher commit ratio

Commit ratio

Certification Scalability append

transaction
<oca| success

! <commit commit >

et
N
Q

et
Qo
Q

o
o

Certification

10* 10°
Number of objects

o
=)

Maximal commit rate [TPUT]
Y
=

N
=)

| Different precision ratios (wrong

| guesses) with perfect recall.
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