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Abstract

We define and solve the distributed dynamic weighted matching problem. Namely, unlike
most previous work, we consider a scenario in which the network is asynchronous and dy-
namic, experiencing churn, failures, topology changes, and link weight changes. An algo-
rithm that solves the dynamic weighted matching problem should adapt to such changes
in the network and constantly output a matching. We develop a new algorithm that solves
this problem and guarantees a 2-approximation of the optimal solution. Moreover, we
show that following local changes, the algorithm converges back to a 2-approximation

after O(1) rounds.






Chapter 1
Introduction

In the distributed weighted matching problem, nodes in a communication graph (V) E)
have to collectively find a subset M/ C FE in which no two links share a common node
and the sum of the link weights is maximized. The matching problem naturally maps
to scheduling transmissions in multihop wireless networks under primary interference
constraints [21, 17, 15]. Primary interference constraints in such networks imply that
transmissions of adjacent nodes should be scheduled such that at any given time each
node communicates with at most a single neighbor. Since at any given time, some links
may be more important than others (e.g., due to packet queue length, priority, etc.), a
weight is attached to each link, and the goal of the scheduling algorithm is to maximize

the overall matching weight.

While distributed weighted matching has received a lot of attention lately [20, 7, 19,
18, 22, 29, 1, 28, 13, 16], most of the previous work has focused on solving the one-shot
problem in static, synchronous, fault-free networks. Unfortunately, these settings are not
a good fit for real world networks such as wireless networks, which are asynchronous,
dynamic, and fault-prone. First, synchronous algorithms rely on a clock synchroniza-
tion framework which is a very hard problem that is not necessarily local [10]. Second,
wireless networks change over time as nodes join, leave, or move around, and as com-
munication links appear and disappear. Moreover, link weights continuously change as
packets are accumulated or transmitted. Therefore, when utilized in dynamic networks

(e.g., for wireless transmission scheduling), these algorithms must be periodically re-run



afresh. This is a suboptimal approach due to the inherent tradeoff it induces between the

staleness of the matching in use and communication and computation costs.

To remedy these shortcomings, we introduce in Chapter 3 the dynamic weighted
matching problem, which is appropriate for asynchronous, fault prone, dynamic networks.
Solution to this problem reacts immediately to changes and hence is never stale. For ex-
ample, when used for wireless scheduling, it allows nodes to transmit packets over links
that are part of the current matching while the algorithm converges, without consideration
of parts of the network that might have changed or where the solution might not have con-
verged to the final (stable) matching yet. In this context, we are interested in the matching
weights at all times, including when the algorithm is running. When the network changes

do cease, the matching should also eventually stabilize.

The only other asynchronous matching algorithm we are aware of is greedy maxi-
mal matching, originally presented as a centralized algorithm in [26], later distributed
by Hoepman [13], and adapted to be self stabilizing in [20] (see Chapter 2). Under this
greedy approach, an edge is added to the matching if it has maximum weight among all
its adjacent edges. This solution converges to a 2-approximation of the optimal. It works
well in a static network, when starting from an empty matching, but is not ideal in a dy-
namic setting. Specifically, it suffers from two undesirable properties: First, it can take
linear time to converge back to the approximation, even after a single change. Second,
this greedy approach can reduce a stable matching’s weight, even following a change that
increases the weight of links in the graph, and when no links in the matching are affected

by the change. An example of both drawbacks can be seen in Figure 1.1.

In Chapter 4, we develop an alternative approach that does not suffer from these lim-
itations; we present a novel distributed dynamic weighted matching algorithm, which
emits a matching throughout its operation and copes with any combination of network
changes. In our approach, links are added to the matching only if they increase its weight.
In Chapter 5, we informally argue that our algorithm stabilizes, quiesces, and provides a
2-approximation when changes cease; detailed formal proofs are deferred to the appen-
dices. Furthermore, we show that after stabilization, our algorithm handles new changes
locally, in the sense that it converges back to a 2-approximation in constant time fol-

lowing any single change — node addition or removal, or link addition, weight change,
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(d) (vs,v10) is added; finally back to 2-approximation.

Figure 1.1: An example of the drawbacks of using greedy maximal matching in a dynamic
setting. Dark lines and full circles denote links and nodes in the matching, respectively.
We see that: (i) convergence to the approximation takes linear time following a single
link change; and (i1) the matching weight decreases following a change that increases the
weight of a link and does not affect any of the links in the previous stable matching.

or removal. Moreover, when used in a static setting, our algorithm has the same linear
time and message complexity as the greedy maximal matching algorithm distributed by
Hoepman [13].

To summarize, the main contribution of this thesis is addressing the problem of maxi-
mum weight matching in an asynchronous, fault-prone, dynamic network. We define the
dynamic weighted matching problem, and develop a local and stable algorithm that solves

the problem.



Chapter 2
Background

The problem of graph matching has been around for over a century. Up until the late 1950s
only solutions for the bipartite problem were known. Claude Berge [3] was the first to
come up with a solution for general graphs through a Lemma that came to be known as
Berges Augmenting Path Theorem. Nearly a decade later, Jack Edmonds’ [9] showed that
both maximum matching and maximum weighted matching can be solved in polynomial
time. Over the years, many papers improved on Edmonds result. The best known result
to date is due to Gabow [12] which solved the problem of maximum weighted matching
in O(|V|-|E|+|V|?-log(|V])). Since algorithms for maximum weighted matching have
super linear running times, approximation algorithms for the problem have attracted more
and more attention. Preis [26] was the first that suggested a centralized solution for the
2-approximation weighted matching in O(|E|) running time. Drake et al. [8] built on the

work of Preis [26] and derived a simple algorithm that achieves the same result.

Several recent works concentrate on synchronized weighted matching algorithms in a
distributed environment. Wattenhofer et al. [29] presented the first distributed algorithms
for the approximated maximum weighted matching. For general graphs, they gave a ran-
domized solution that runs in O(log*(|V])) time and yields a 5-approximation, with high
probability. Lotker et al. [19], improved on this result and designed a randomized (4 + ¢)-
approximation distributed algorithm whose running time is O(log(|V'|)) with high prob-
ability. In a later paper, Lotker et al. [18] further improved on this result and provided a

randomized algorithm with similar running time that converges to a (2+¢€)-approximation



of the maximum weighted matching. Panconesi et al. [25] devised a 6-approximation
algorithm which is the first deterministic algorithm for weighted matching with poly-
logarithmic running time. For the special case of bounded-degree and bounded-weight
graphs, Banerjee et al. [1] offered a distributed algorithm with an approximation factor of
2 while reducing the round complexity to O(log(+) + log*(|V']). Although these works
provide performance guarantees, and in some cases have relatively low complexities, the
proposed algorithms are not a good fit even for one-shot matching in our setting. In par-
ticular, using these algorithms would require a synchronizer to be employed to close the
gap to asynchronous communication, resulting in message overhead penalties. Moreover,

such an approach is only applicable to fault-free networks.

To the best of our knowledge, only two asynchronous distributed algorithms have
been developed for the weighted matching problem. First, Hoepman [13] presented a
distributed, asynchronous, one-shot algorithm. The algorithm yields a 2-approximation
in O(|V]) running time. Our algorithm has identical performance in the static case while
also supporting dynamic changes. Second, Manne et al. [20] developed an asynchronous
self-stabilizing weighted matching algorithm that also computes a 2-approximation. Be-
ing self-stabilizing, it deals with dynamic topology changes. Unfortunately, its self stabi-
lization guarantees come at a very high message overhead cost — a node where the algo-
rithm has not yet converged may need to exchange messages in every round. Moreover,
following changes, the previous matching quickly destabilizes, precluding continuous use
of the old matching during convergence time. In contrast, our algorithm drops links from
the previous matching only when a conflicting link is added to the new matching, and

converges back to a 2-approximation within a constant number of rounds.

We also note centralized non-weighted matching algorithms that have been developed
for a dynamic setting. The following algorithms all maintain a matching under insertion or
deletion of edges. Ivkovic et al. [14] designed a solution that maintains a 2-approximation
for maximum matching with an amortized update time that is polynomial in n. Onak et
al. [24] improved on this result and designed a data structure that achieves a constant
approximation factor in amortized O(log?(|V])) time. Most recently, Baswana et al. [2]
designed a randomized data structure that takes O(log(|V'])) expected amortized time for

each update. Last, the best known non-approximation solution is due to Sankowski [27]



who shows that a maximum matching can be maintained with O(|V|'4%°) computation

per update.



Chapter 3

Model and Problem Definitions

3.1 Model

The network is comprised of a dynamic set of nodes, partially connected by dynamic,

time-varying, and undirected weighted communication links.

Nodes and links can be dynamically added to the network, and may fail or be removed
from the network. The sets of nodes and communication links at time ¢ are denoted by
V, and E}, respectively. A time-varying weight function w, : F; — R is defined over the
links in the network; weights in w; are assumed to be unique, as node identities can be
used to break ties. For a set of links S C FE, the weight of S, denoted by w;(.S) is the
sum of all link weights in .S at time ¢. Two nodes connected by a communication link at
time ¢, are called neighbors at time ¢, and can send messages to each other. Two links
are incident at time ¢ if they share a common node. Note that we sometimes omit ¢ in the

notation when it is not important for the context.

Communication links are reliable (if they persist), FIFO, and asynchronous, i.e., there
is no bound on message delay. Each run progresses in steps, where in each step some
node is notified of an event (as detailed below) and is allowed to react. In a step, a node
may change its internal state and send messages to its current neighbors. We informally

refer to the time after the t" step in a run as “time ¢”.



Events There are two types of events — external ones triggered by the environment, and
message send events triggered by nodes. The external events are: node start, node stop,
weight change, link removal, and link addition. Message send events lead to receive
notifications, whereas external events lead to (“nbrs-update”, I', w) notifications, I" and w
being the notified node’s current neighbors and weights of links connecting the node to
its neighbors, respectively. The system starts at time 0 when an initial network (V4, Ey)
is created and each node in Vj is started. Whenever a node v is started at any time in the
run, its first step is triggered by a (“nbrs-update”, I, w) notification.

Nodes are notified of events in FIFO order per link exactly once. (Only the receiving
node is notified of a “message send” event, and both end nodes, if exist, are notified of an
external event on the link.) Once a node fails or stops it does not take further steps, and
its neighbors are notified of the link removal, as noted above. When a link is removed, all
pending messages on the links are lost forever; if the same link is recreated, it is empty
when added.

For analysis purposes it will be useful to divide a run into non—overlapping subse-
quences in which all pending events are processed. Formally, we define a round as a
non—empty subsequence of a run starting at some time ¢, in which each node is notified
of at least all events that occurred before time ¢. For example, a round starting at time
0 completes once every node in 1} receives a “nbrs-update” notification. An additional
round completes once all messages sent in response to the “nbrs-update” notification are
received by their destinations, in addition to notifications of other events that occur in the

first round (if any).

3.2 Problem Definition

In an undirected weighted network G = (V, F), a matching M C E'is a set of links s.t. no
two links in M are incident to one another. If a link e = (u,v) € M then u is considered
to be the match of v, and vice versa. A matching that has maximum weight among all
matchings in G is called a Maximum Weighted Matching of G, and is denoted by M,,,;.
In the classical distributed one-shot matching problem, the run starts at time 0, the

network does not change after this time, and when the run ends — each node outputs its
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match. A link (u,v) € M if both nodes u and v output each other as their match. We now

generalize it and define the problem of Dynamic Weighted Matching as follows:

Definition 1 (Dynamic Weighted Matching). (i) At any time t, every node u € V; outputs
either L or a neighbor v as its match. (ii) If there is a time t after which the network does
not change, i.e., Yt' > t (Vir, By, wy) = (Vi, Ey, wy), then eventually, there is a time when

the output does not change and every node u outputs node v if and only if v outputs u.

Another desirable property of a converging algorithm is guiescence, namely that after
stabilization, the algorithm eventually stops sending messages. We say that the system is
quiescent if there are no notifications or messages in the queues.

In static networks, dynamic matching reduces to the regular matching problem. In
addition, at any point in a dynamic run (even before convergence), we can discuss the
current matching. We denote by m the output of node u, and we define the matching at

time ¢, M,, as M; = {(u,v) | m, = v and m,, = u at time t}.

11



Chapter 4
Dynamic Algorithm

As noted above, the popular approach of greedily selecting locally heaviest links for the
matching does not work well when we already have an existing matching at hand. Instead,
our approach is to select links that increase the weight of the current matching. To this
end, we introduce (in Section 4.1) the notion of the gain of a link w.r.t a matching M,
and use it (first in a centralized way) to select links with positive gain. In Section 4.2 we
outline the elements we need for a distributed implementation of such an approach in a
dynamic network. Finally, in Section 4.3 we give a detailed description of our distributed

algorithm.

4.1 Centralized Weighted Matching Using Gain

In the following we denote by incident(e) the set of links that are incident to e.

Given a matching M, the set M U {e} is a matching only if no link incident to e is in
M. Therefore, when a link is added to a matching M, all of its incident links need to be
removed from M the link’s net contribution to the matching is captured by the notion of
gain: gainy(e) = w(e) — w(M Nincident(e)).

We are specifically interested in links that have a positive gain, which we call aug-
menting links. Formally, a link e is augmenting w.r.t M if gainy(e) > 0. The following
lemma establishes that when no augmenting links exist, the matching at hand provides a

2-approximation.

12
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(c) The matching stabilizes.

Figure 4.1: Example run of the centralized matching algorithm.

Lemma 1. If no augmenting links exist w.r.t a matching M, then M is a 2-approximation

to Mopt-

Proof. Since there are no augmenting links, for each link e € M, \ M, w(e) < (M N
incident(e)). Also, since M is a matching, each f € M can be incident to at most
two links in M,,;. Therefore, w(My, \ M) < 2 - w(M \ M,,) and we can conclude
w(Mop) > 2 - w(M). O

A centralized algorithm using gain is outlined in Algorithm 1. The algorithm non-
deterministically chooses which augmenting link to add in each iteration. It continues
to add links as long as there are augmenting ones. We could refine the algorithm, for
example, to add links in a greedy way by choosing locally maximal augmenting ones in
each iteration (i.e., augmenting links with a higher gain than all incident links to them).
In the example of Figure 1.1 above, there are no augmenting links following the change,
and therefore, Algorithm 1 would take no steps. Figure 4.1 shows an example run where

a network change does introduce augmenting links.
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Algorithm 1 Centralized Weighted Matching Using Gain

1. M C FE, initially any matching

2. while an augmenting link exists do

3 a < some link (u,v) s.t. gain(u,v) >0
4 M <« M\incident(a)

55 M+ MU{a}

6: gain(u,v):
7. return w(u,v) — w( {incident(u,v) N M} )

It is easy to see that if Algorithm 1 is initiated with a valid matching M, M remains a

valid matching throughout the run. We show next that the algorithm terminates.
Claim 1. Algorithm 1 terminates for any network G = (V, E') and initial matching M.

Proof. In each iteration, the weight of M increases. Since the weight of M, is bounded,

the algorithm eventually terminates. 0

In Lemma 2, we use the notion of gain to bound the distance of a matching M from a
2-approximation. We define the set of augmenting links w.r.t M that are in M,,;: A(M) =

{a € My | gainy(a) > 0}.

Lemma 2.

Proof. Each link in M,,,; can belong to one of three sets: (1) M N M, or (2) Moy \ (MU
A(M)) (non-augmenting), or (3) A(M ) (augmenting). From the definition of augmenting
we get that for every e in (2), w(e) < w(M N incident(e)). From the definition of gain
we get that for e in (3), w(e) = w(M Nincident(e)) + gainys(e). Note that since M is
a matching, each link in A can be incident to at most two links in M, and only if it is
not in M, already. This means that any link f in M \ M,,, can belong to at most two

w(M Nincident(e)) clauses. The next step is to sum these inequalities over all edges in
(2) and (3):

Z w(e) < 2- Z w(f) + Z gainy(a).
)

e€Mopt\M FEM\Mopt a€A(M

14



Finally,
wMep) = Y wle)+ Y wle) <

eEMopth EE]VIgpt\M
Z w(e) +2- Z w(f)+ Z gainy(a) < 2-w(M)+ Z gainy(a).
e€EMoptNM FEM\Mopt a€A(M) a€A(M)

]

4.2 Distributed Algorithm Overview

In a distributed implementation, the match is handled by individual nodes. Each node has
a view of its neighbors " and a mapping w to the weights of the links connecting the node
to them that is updated via “nbrs-update” messages when network changes occur. We use
a subscript to mark a variable of a specific node where needed, e.g., I, for the neighbors
of node u. Nodes need to recognize which of their adjacent links are augmenting, which
means that they need to know their neighbors’ match weights. This information is sent in
“match-weight” messages and kept in nbrs-mw.

Another challenge for the distributed algorithm is that links cannot be added atom-
ically to the matching. Nodes must coordinate through messages. Each node courts a
neighbor by sending a “preference” message to it; the target neighbor is saved in the vari-
able pm. A node stores in suitors the neighbors from which it receives a “preference”.
A node changes its match stored in m once it has both sent and received a “preference”
message to and from the same node. Once a match change occurs, a “match-drop” mes-
sage is sent to the node’s previous match, if exists, and a “match-weight” message is sent
to all other neighbors. An example of such a message exchange is given in Figure 4.2.
The node outputs its match through the variables m and pm; typically m, but when m is
unset it outputs pm.

Note that if « and v match, then before u can send another “preference” to v, the match
must be dropped. This happens after both nodes have responded to their corresponding
“preference” messages from the previous time they matched with “match weight”, and
hence, no “preference” messages can be pending at this point. Thus, we do not need to

worry about old “preference” messages getting confused with new ones. Similarly, we do
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Figure 4.2: Node coordination in the distributed implementation. In this diagram, u and
v match, then v matches with some other node. That node later leaves the network, which
makes v update v and try to re-match with it.

not need to worry about other types of messages (e.g., “match drop”) being mixed across

matching attempts.

We use a greedy approach for choosing which nodes to court. Using m,w and nbrs-
mw, a node can tell which of the links next to it contributes the maximum gain to the
matching. This is called a maximal augmenting link, and the neighbor at the other end
of this link is called the maximal gain neighbor. 1f every node courts its maximum gain

neighbor, then all nodes on maximal augmenting links exchange “preference” messages.

One difficulty that arises, however, is that the network and the matching keep chang-
ing, and with them the maximal gain augmenting links. Moreover, since communica-
tion is asynchronous, nodes might temporarily see different maximal augmenting links
depending on the timing in which they receive “nbrs-update” and “match-weight” mes-
sages. One possible solution to this would be to keep sending “preference” messages.
The problem with this approach is that a “preference” message is an invitation to match.
However, a node only matches with the last node it sent a “preference” message to. This
makes previously sent “preference” messages outdated, which may cause nodes to give

up their current match for no gain. We therefore rule out this approach.

Instead, we overcome this difficulty by allowing each node to court at most one neigh-
bor at a time. When a node’s maximal gain neighbor changes, it first tries to recall its pre-
vious preference by sending a “recall-preference” to its pm. This can lead to two possible

scenarios depending on whether v is matched with u by the time the message is received

16
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Figure 4.3: Two scenarios for “recall-preference” messages. (a) Node u’s “recall-
preference” is responded by “recall-ack” (and w is deleted from suitors,). (b) Node
u’s “recall-preference” is ignored by v since v is matched with w.

by v. If it is not, then v responds with a “recall-ack” and removes u from suitors,. When
u receives the “recall-ack™, pm at u is cleared, and w is free to court another neighbor.
Otherwise, v is matched with « and simply ignores the “recall-preference”. In this case,
v has already sent a “match-weight” message to u, and when u receives it, it will match
with v. Figure 4.3 shows examples of both scenarios. Either way, after a node sends a
“recall-preference” message to its pm, it no longer changes its match to pm upon receiv-
ing a “preference” from pm, but does so only upon receiving a “match-weight” from its
pm.

Note that he algorithm can be initiated with any matching, including an empty one.
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Algorithm 2 Dynamic Weighted Matching Algorithm: code for node v

1: T C V, initially 0

2

3:

4:

® W

10:
11:

12:
13:

w:TU{L} >R
suitors < ()
nbrs-mw : ' =€ RU{0, L},
initially | Vu € T’
pm € I, initially L
pm-status €{Prefer, Recall}
m e T, initially L
nbrs-ack : T' — {True,False}, initially True

output:
if m # L output m
else output pm

// Initial match info was received from all neighbors

ready(): Pu € I s.t. nbrs-ack(u) =False

. // Finds maximum-gain augmenting link
: best-match():

if u € T s.t. gain(u) > 0 then

return L
else return arg max gain(u)
uel’
: gain(u):

if w = m return 0
return w(u) — (nbrs-mw(u) + w(m))

: // Clears affected states and notifies neighbors
. upon (“nbrs-update” T’ , w')

31:

34:
35:
36:
37:
38:

suitors < suitors \ (T'\T")
if pm € T'\ T” then pm + L
if m # L then
// check whether my match dropped
if m € T'\ T” then
m<+ L
nbrs-ack(x) «<False Vx € IV NT
if m = L or w(m) # w'(m) then
// update old neighbors of new weight
send ( “match-weight”, m,w'(m)) to
'nr\{m'}
// update new neighbors of match weight
send (“match-weight”, m,w'(m)) to TV \ T
nbrs-ack(x) <False Vo € IV \ T’
IFeTw+uw,m<m
check-pm()

: upon receive ( “preference”) from u

if m = u return

suitors <— suitors U {u}

if pm,, = v and pm-status #Recall then
update-match()

44:
45:
46:
47:
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upon receive ( “recall-preference”) from u
if u = m then return
suitors < suitors \ {u}

send ( “recall-ack”) to u

: upon receive ( “recall-ack”) from u
pm <+ L
check-pm()

. upon receive ( “match-weight”, mn, mw)
from v
nbrs-mw(u) < mw
if mn = 1 then
send (“nbr-ack”) to u
if mn = v then
if m # u then
// pm must be u in this scenario
update-match()
// pm can be cleared: match is acknowledged
pm — L
check-pm()

. upon receive { “nbr-ack”) from u
nbr-ack(u) <True
check-pm()

. upon receive { “match-drop”,mw) from u
if u # m return

nbrs-mw(u) <+ mw

send (“match-weight”, 1,0) to T’
nbrs-ack(x) <False Vo € T

m < L

. // Tries to make pm be best-match()
check-pm():
if (not ready()) or pm = best-match() return
// Can only have one pending preference
if pm = L then
pm < best-match()
pm-status <Prefer
send (“preference”) to pm
if pm € suitors then
update-match()
// At most one recall, when nodes aren’t matched
else if pm # m and pm-status =Prefer
pm-status =Recall
send (“recall-preference”) to pm

update-match():
if m # | then
send ( “match-drop”,w(pm)) to m
send (“match-weight”, pm,w(pm)) to T\ {m}
m < pm
suitors < suitors \ {pm}




4.3 Distributed Algorithm

The pseudo code of our algorithm can be found in Algorithm 2. The algorithm is driven

by event handlers and a node only takes steps when it receives an event notification.

The code consists of event handlers — one for each message and five helper functions.
We describe the functions bottom up. The implementation of gain() computes the gain
based on the node’s local information. The best-match() function returns the maximal gain
neighbor, if an augmenting link exists, or otherwise L. A node is ready(), if it received

match weight information from each of its neighbors.

The update-match() function is called when a node matches with a neighbor. It up-
dates the state and sends notifications about the match change to the neighbors: “match-
drop” to the previous match (if one exists), and “match-weight” to all other neighbors.
The variable m changes to reflect the new match, and pm is deleted from suitors since
we allow matching only once per “preference” message. Note that pm remains m which
means that the node cannot send a “preference” yet to a new neighbor. The node waits
for a “match-weight” from m confirming the node matched back before releasing pm and
thus enabling a new match. This ensures that there is a time at which both are matched to
each other. (i.e., assuming that u and v match, there is always a time were both m, = v
and m, = u.)

The check-pm() function tries to make pm be best-match(), in order to later match with
it. As discussed in Section 4.2, each node has at most one “preference” out at any time.
We therefore consider two cases: if pm = L (lines 75 — 80), then any previously sent
“preference” messages were cleared, and so pm can become best-match(). A “preference”
message is sent to the new pm. If a “preference” message from pm was already received
(lines 79 — 80), the node can go ahead and change its match to pm. In case pm # L
(lines 82 — 84), the node first tries to get pm to become L, which is done via a “recall-
preference” message. We send a “recall-preference” at most once per pm and only if v

and pm are not matched yet.
Next, we describe the notification handlers.

The “nbrs-update” handler does a couple of things. First, if pm, m or suitors hold

a node that is no longer a neighbor, it clears their value. Second, if the match weight of
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the node changed either because m was cleared or because the link weight of the match
changed, it sends a “match-weight” to the remaining neighbors. Third, regardless of
whether the node’s match has changed or not, a “match-weight” message is sent to all
new neighbors since they have no knowledge of the node’s match weight. Last, since

best-match() might have changed, check-pm is called.

All received “preference” messages are recorded in suitors, as they are sent only once.
If no “recall-preference” was sent and v receives a “preference” from pm, v changes its
match to pm. However, if v had sent a “recall-preference” to pm, then a “preference”

from pm is not enough for v to match with pm.

If a node receives a “recall-preference” message from u # m, then it removes u from
suitors and responds with a “recall-ack”, which will clear pm,, and allow u to send a
“preference” to another node. If a “recall-preference” is received from u = m, then it is

not relevant, since the node had already sent a “match-weight” indicating u as its match,.

A node can only receive a “recall-ack” message from its pm, as it can only send one
“recall-preference” and only to pm. Upon receipt of this message, pm is cleared, and

check-pm is called to send a new “‘preference” message if needed.

A node sends a “match-weight” message for two purposes: to notify neighbors of
the change to its match weight, and to inform its new match that it has matched with
it. The matched node waits for such a notification before clearing pm. This is done in
order to guarantee a time when the pair of matched nodes both output each other as their
match before they can move on. Upon receiving such a message v first updates nbrs-
mw. Then, if v is indicated as the new match and m,, is not yet the message sender, then
update-match() is called. (This would be the case if v sent a “recall-preference” to pm,
and then waits to see whether it will receive a “recall-ack” or a “match-weight”.) Either
way check-pm() is called since pm might have been cleared or best-match() might have
changed.

A match between nodes can either be broken by one of the nodes or independently
broken by both. When it is broken by one node, the “match-drop” is needed to let the
other node know to clear its match state. Since this causes a match weight change, a
“match-weight” message is also sent to all neighbors. In addition, check-pm() is called

since best-match() could have changed. If the match is broken independently by both
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nodes, m already changed from « and the message is redundant by the time it is received

and is simply ignored.
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Chapter 5
Algorithm Analysis

In this chapter we show that Algorithm 2 is correct, quiescent, converges to a 2-approximation,
and satisfies a locality property. All our results apply after a global stabilization time
(GST), which is a time after which no more network changes occur. Formally, V¢ > GST
no “nbrs-update” is received.

We begin with a few basic lemmas in Section 5.1. Then, in Section 5.2, we prove that
when no notifications are pending between two nodes, a node u outputs v as its match if
and only if v outputs u as its match. In Section 5.3 we build the case for the algorithm

becoming eventually quiescent. We conclude Section 5.3 by proving the following results:

Theorem 1. (Quiescence)

If GST exists, then 3t > G ST such that Algorithm 2 is quiescent from time t onwards.

Theorem 2. (Dynamic Weighted Matching Correctness) If GST exists, then 3t > GST
such that the output of Algorithm 2 does not change from time t onwards and every node

u outputs node v if and only if v outputs u.

Theorem 3. (Approximation) If GST exists, then 3t > GST such that w(M;) > Sw(M; o)

from t onwards.

We conclude the chapter in Section 5.4 where we show the locality property of the

algorithm:

Theorem 4. (Locality) If Algorithm 2 is quiescent at time t, and then one of the following
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events occurs: node start, node stop, weight change, link removal, or link addition, then

after O(1) rounds, 3t' s.t. w(My) > 2w (My o).

In the proofs, we use the following notations. We denote a local variable of node
u with subscript u, for example, m,, is u’s current value of the variable m (its selected
match). We use the notation (), to discuss “nbrs-update” notifications not yet received
by node u, and the notation (@, ,, to discuss notifications sent from u but not yet received
by node v. We use the following abbreviations for some of the messages: © describes a
(“nbrs-update”,I",*) notification s.t. v € I, \ I where u is the target of the notification.
(i.e., u receives a notification that v is no longer its neighbor), and mw—, and mw,
describe a (“match-weight”,m,*) message s.t. m = v and m # v, respectively.

Also, for simplicity, when u or v are L, the values w, (v) and w(u, v) are interpreted

as equal to zero.

5.1 Simple Invariants

We observe that when a node has no potentially weight-changing notifications in its

queues, its weight state variables must be up-to-date:
Observation 1. (Correct view)
1. At time t, if “nbrs-update” € Q,, then Vv € Ty, w,(v) = wy(u,v).
2. If bmw € Q. and P“match-drop” € Q,,., at time t, then nbrs-mw, (v) = w;(m,).

We say in such cases that a node u has a correct view.

The following five simple invariants link the different messages that can be in transit to
the corresponding node states. They follow immediately from the structure of the protocol
and the fact that messages from different matching attempts do not get “mixed up” as
subsequent attempts are separated by either a “match-drop” or a “recall-ack” exchange

before any attempt to re-match.
Invariant 1. If 3“preference”c (), then pm, = v, u ¢ suitors, and Fmw_, € Qo

Invariant 2. If 3mw—, € Q. then pm, = w and either m,, = u or m,, = v.
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Invariant 3. If 3“recall-preference”c (), then either m, = u or m, # v, pm, = v,

and pm-status,=Recall.

Invariant 4. If 3“recall-ack” € Q.,, then v ¢ suitors, pm, = u, pm-status, = Recall,

m,, # v and m, % u.
Invariant S. If 3“match-drop”c Q. , then Fmw_, in Qu.u and either m,, # v or m,, # u.
Invariant 6. Exactly one of the following claims is true at any given time t:

1. nbrs-ack,(v) =True

2. Imw=; € Quy

3. Inbr-ack”e Q,

5.2 Agreement Lemmas

This section shows that when m, becomes v and the link (u,v) does not drop from the
network, then eventually m, becomes u.
The next claim shows that while pm = m, m cannot change. It only considers a

certain sub-case that is useful to Invariant 7.

Claim 2. If m, = u and pm, = m,, = v at time t, and pm,, does not change in step t + 1,

then m,, does not change in step t + 1.

Proof. The variable m,, changes in Lines 29, 70, 89. Line 29 is executed together with
Line 25, which means that pm, becomes L at step ¢ + 1 in contradiction to the Claim’s
assumptions. Line 70 is not possible since both m, = v and m, = u, which from
Invariant 5 means no “match-drop” can exist. Last, Line 89 means that update-match() is
called. The function update-match() is called from Lines 43, 58, and 80. Line 43 cannot
be executed since m, = v and the check in Line 40 fails. Line 58 is not executed since

pm,, = m,,, and finally, Line 80 is not possible since pm,, # L. [
The next two claims show the intuitive property that if v € suitors, then pm, = v:

Claim 3. If Imw_, € Q, ., them u ¢ suitors,
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Proof. When v sends a mw_,, message to u, it also deletes u from suitors, in Line 90.
From Invariant 1, while a mw-, is pending in @), ,,, no “preference” can exist in (), ,. It

follows that u cannot be re-added to suitors, while Imw—, € Q. OJ
Claim 4. If at time t, pm, # v and (u,v) € Ey, then u & suitors,

Note, that if link (u, v) is removed from the network, then a v and  is sent to u and v,
respectively. When v and v receive such a message then suitors, pm, and m are cleared

in Lines 24- 29. It is as if the communication between them did not happen.

Proof. Let’s assume by contradiction that pm, # v but u € suitors,. A node is inserted
to suitors, only in Line 41 when v receives a “preference” message from u. We denote
this time as t,. Since there is a “preference”’c (), at ¢y, then from Invariant 1, it follows
that pm, = v at ty. Let t; > ¢, be the time pm,, changes from v — the lines that could
potentially change pm,, are 25, 49, 60 and 76. Line 25 is not possible since (u,v) € F;.
Line 49 is not possible from Invariant 4, since v € suitors,. Line 60 is not possible from
Claim 3, since dmw_, € Qv While u € suitors,. Finally, Line 76 is not possible since

pm,, must be | in order for it to run. O

Invariant 7 specifies all the different variable and queue states that nodes « and v can

be in when m,, = v, and how the nodes move between them.
Invariant 7. (Match-state invariant) If at time t, (u,v) € E; and m,, = v, then:
A. if pm, = v then:

1. my, # u, pm, = u, and Imw—, € Q. , or

2. my = pmy, = U, IMW=y € Qu ., and IMw—,, € Q,,, or
3. my = u, pmy, # u, and Imw—, € Q,,, or

4. m, # u and Imw—, followed by a “match-drop” in ), ..

B. if pm, # v, then:

1. m, = pm, = wand Imw—, € Q,, or

2. m, = uand pm, # u or
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3. my, # uand 3“match-drop” in QQy .

Proof. We prove the invariant by induction on the number of received notifications at
either v or v. Base: let ¢y be the time m, changes to v. The variable m changes to a
non | value only in Line 89 which means that update-match,() is executed. As a result,
m, = pm, = v and Imw-, € Q,,. From Invariant 2, since Imw-, € @,,, then
pm, = u. If m, # u, Case A(l) is true and the invariant holds. If m, = u, then we
need to show that either Case A(2) or Case B(1) are true. Let’s consider which line led
to update-match, () being executed. If it was Line 58 then u received a mw_,, from v.
It follows that Lines 55 — 60 are executed which means that pm, becomes 1 and Case
B(1) is true. Otherwise, we need to show that Imw—, € Q,, att,. Lett; <, be the
last time m,, changed to u. Then, v sent a mw—, to u at t;. We considered earlier the
case where this mw—_, was received at t,. Now, we assume by contradiction that it was
received at some time t, < ty. (Note that ¢; < t5 since the message was only sent at ¢1).
When the mw_, is received, it follows from Invariant 2 that pm, = v which guarantees
that Lines 55 — 60 are executed. As a result, a mw—, is sent to v. Since m, = u both at
t1 and at ty, and we assumed that the last time m, becomes w is at ¢y, it follows that m,,
cannot change between ¢; and ty,. When the mw_, sent at ¢, is received, pm, becomes L
and since gain(m,) = 0, it cannot become u while m, = u. This means pm, # u at t,.
However, from Invariant 2, when u sends the mw—, at ty, pm, must be u and therefore
we reached a contradiction.

Step: we assume that the invariant is true at t — 1 > ¢, and prove that it is still true at

t by considering any subsequent notification that can affect each case.

Case A(1) : either m, changes to u, pm, changes, or mw—, is received by v. From
Invariant 2, pm,, cannot change while 3mw_,.. The variable m, can become u only
in Line 89. Line 89 is executed with Line 88, which means that v sends a mw-—,
to u, and Case A(2) becomes true. If mw_, is received, since pm, = u, Lines 55
— 60 are executed. This means that v sends a mw—, to u, m, becomes u and pm,,

becomes L, which make Case A(3) become true.

Case A(2) : either m, or pm, change or one of the “match-weight” messages are re-

ceived. From Invariant 2, pm, cannot change until mw_, is received, and from
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Claim 2, m,, cannot change until pm,, changes. If mw_, is received then pm,, be-
comes L in Line 60 and Case B(1) becomes true. Last, if mw_, is received, then

pm, becomes 1 after Line 60 executes, and then Case A(3) becomes true.

Case A(3) : either m, changes, pm, becomes u, or the notification is received. The
variable pm, cannot become u, since this happens only in Line 76, but Line 76
does not execute because gain(m,) = 0, which means that m, # best-match().
If the mw_, is received then pm,, becomes 1 in Line 60, which means that Case
B(2) becomes true. This leaves the possibility of m, changing. The variable m,, can
change in Lines 29, 70, 89. Line 29 is not possible since (u,v) € F;. Line 70 is not
possible since from Invariant 5 no “match-drop” can exist in ), , while Imw—,, €
Quu- Last, if Line 89 is executed, then in Line 87 a “match-drop” is sent to v and
Case A(4) is true.

Case A(4) : either m, becomes u, or the mw_, is received. Due to the FIFO assumption,
the “match-drop” notification cannot be received. For m, to become u, update-
match, () needs to be called. This can happen in Lines 43, 58, and 80. Line 43:
not possible since it would mean that there is “preference” from w at time ¢ which
from Invariant 1 is not possible when Imw—, € @Q,,. Line 58: From Invariant 5
no mw~—, can exist while 3“match-drop”’e @, ,. Line 80: not possible since from
Claim 3, u ¢ suitors, when Imw_, € @Q,,. This leaves mw_,, being received

which would make Case B(3) become true.

Case B(1) : either m, changes, pm, changes, or mw—, is received. From Invariant 2,
pm, cannot change while the mw_, is pending. Subsequently, from Claim 2, m,,
cannot change. If mw_, is received then pm,, becomes L in Line 60 and Case B(2)

becomes true.

Case B(2) : either m, changes or pm, becomes u. The function gain() always returns 0
for m, which means that best-match, () never returns m,. Since pm, can become
w only in Line 76 where best-match,() is assigned to it, it is not possible that u
is assigned to it while m, = u. The variable m, can change in Lines 29, 70, 89.

Line 29 is not possible since (u, v) € E;. Line 70 is not possible since both m,, = v
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and m,, = u which from Invariant 5 means no “match-drop” can exist. If Line 89 is

executed then in Line 87 a “match-drop” is sent to « and Case B(3) becomes true.

Case B(3) : either m, becomes u, or the “match-drop” is received. For m, to become
u, update-match,() needs to be called. This can happen in Lines 43, 58, and
80. Both Lines 43 and Line 58 are not possible from Invariants 1 and 2 since
pm,, # v. Line 80 is not possible from Claim 4 which states that u ¢ suitors,
when pm, # v. If the “match-drop” is received by u, then m, becomes L in

Line 70 and the invariant vacuously holds.
O

Corollary 1. If at time t, m, becomes v and m, # u and for the next round no “nbrs-

update” are sent to u or v then exists t' after at most 1 s.t. m,, = v and m, = .

Corollary 2. If m, = v, and both Q),,, and Q),,,, are empty, then m,, = u.

5.3 Termination and Quiescence

We show that the algorithm terminates by proving that after G.ST' the algorithm only
adds augmenting links to the matching. In general, there is a very limited number of
scenarios that might cause a non-augmenting link to be added to the matching. These
arise because a link is not added to the matching atomically. It takes a step by each of the
endpoints to add the link. Once the first endpoint makes the first step, the other endpoint
will always follow through with its own step. One scenario where non-augmenting links
are added, is if between those steps a network change occurs which makes the link become
non augmenting. The second scenario occurs when a node mistakes a link for positive
gain when it has an incorrect match weight for some neighbor. This is due to pending
“match-weight” messages. This scenario is quite rare since both endpoints of the link
need to make the same mistake — they both need to send “preference” messages in order
to match. On top of this, most occurrences of this scenario do not lead to link additions
thanks to “recall-preference” messages. Nodes only match in such a case if they exchange
“preference” messages and at least one of them does not send a “recall-preference”. Next,

we claim this formally.
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We denote by mw- a (“match-weight”, m — m # u, mw) € @Q,, message sent by
v to u s.t. mw > nbrs-mw,(v). i.e., a “match-weight” message that notifies of a weight

increase of the current match (as opposed to a new match).

Observation 2. A mw- notification is sent by node v only when node v receives a { “nbrs-

update” 1" ,w!) s.t. w) (m,) > w,(m,)

We are interested in the case where a non-augmenting link is chosen because best-
match() is outdated relative to the variable pm. The next claim outlines when these two

values are equal.

Claim 5. If for some node u at time t, m,, # v and pm-status =Prefer, then pm,, = best-

match,().

Proof. The variable pm is either set to L or to best-match(). The function check-pm() is
called whenever pm is set to L and whenever best-match() might change. In check-pm(),
if pm, = L then best-match,() is assigned to it (Line 76). Otherwise, if m,, # pm,, then

pm-status receives Recall in Line 83. 0

Next, we want to show that if v € suitors,, then v is committed to « and cannot send
another neighbor a “preference” message. We prove a slightly weaker claim, where we

assume m,, # v and m,, # u.
Claim 6. If m, # u, m, # v, and v € suitors,, then pm, = u.

Proof. If v € suitors, at some time ¢ then 3¢’ < ¢ s.t. u received a “preference” message
from v. From Invariant 1, at ¢/, pm, = u. Let us consider all the cases in which pm, can
change - Lines 25, 49, 60, and 76. Line 25: node v receives a u, then node v also receives
a v and v is deleted from suitors,. Line 49 is not possible since v € suitors, and if a
“recall-ack” exists in @), , it is a contradiction to Invariant 4. Line 60 is not possible since
both m,, # w and m,, # v, and if a mw_, exists it would contradict Invariant 2. Finally,

Line 76 is not possible since pm,, # L. O]

Next, we show that if a node « initiates a match with node v, and « does not know v’s

up-to-date weight, then there must be a pending mw- notification.
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Claim 7. If at time t, m,, becomes v while m,, # w and nbrs-mw,(v) < w(v,m,), then

dnws € Qy .

Proof. First, from Invariant 5 there can be no “match-drop” message since m, # v and
m, # u. Hence, by Observation 1, because nbrs-mw,(v) # w(v,m,), there must be
a (“match-weight”, mo — mn # u,mw) € @Q,,. It remains to show that in the no-
tification, mw > nbrs-mw,(v) and mo = mn, meaning that the match of v did not
change, and the weight of that match has increased. Observe that, if m, becomes v,
update-match() is called. This can potentially happen in Lines 43, 58, or 80. However,
since m,, # w and m, # v at t, then from Invariant 2 there can be no pending mw_—, to
receive and Line 58 is not possible. On both lines 43 and 80, v € suitors,. Let t’ be
the time w last received a “preference” from v, then nbrs-mw, is updated on the match
weight of v at the time in which v sent the “preference” message to u. From Claim 6 since
v € suitors, between t' and t, then pm, = wu at this interval. A node sends a “prefer-
ence” only when pm changes so it is not possible that v matched with another node since
sending the “preference” to w. This means that the increase in the weight of v’s match

occurred for an existing match, and Imw- € @, . [

The next Lemma shows that except for the case of network changes that directly drop

links, whenever a link is dropped, a new link is added in its place.

Lemma 3. Let (u,x) be removed from the matching at time t s.t. m,, changes at time t,
and no “nbrs-update” is received by u at time t. Then, m,, becomes v # 1, and within at

most one round, m, = u.

Proof. First, it is not possible that m, changed to L. The variable m is assigned L
only in line 29 or 70. Line 29 cannot be executed at time ¢ since no “nbrs-update” was
received at time ¢. It is not possible that Line 70 executes since there is no “match-drop”

by Invariant 5. The second part follows immediately from Corollary 1. [l

Lemma 4 shows that under certain conditions only augmenting links are added (i.e.,
the weight of an added link exceeds those of the edges it supplants). Remember that a
link is added to the matching in two steps - both endpoints need to change their match.

Whenever there are no network changes, either none of these steps occur or both of them
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do. We consider an augmenting link with respect to the matching at the time the first step
occurred. Let node u output v as its match at time ¢, then we define the match weight of

node u as wy(u, v) when v also outputs u as its match, or zero otherwise.

Lemma 4. (Augmenting-additions) Consider an edge (u, v) that is added to the matching,
where m,, becomes v at time t1, and m,, becomes u at time t5 > t1. Let wy and wy denote
u and v’s match weights until times t1 and 15, respectively. If no “nbrs-update” is received

by either u or v between t, and t, and Fmw- € Qo at ty, then w(u,v) > wl+w2 at ts.

Proof. Since t; < t9, m, changes first. The variable m only changes in update-match(),
and update-match() is called from 3 places in the code: Lines 43, 58, and 80. Line 58 is
not possible since from Invariant 2 there cannot be a pending mw—, while m, # u and
m,, # v. Therefore, update-match() is called from either Line 43 or Line 80, which means
that pm-status=Prefer and v € suitors,. From Claim 5, pm, = best-match,(). Since
best-match()=v# L only if gain,(v) > 0, then w,(v) > nbrs-mw,(v) + w,(x). Since
there are no “nbrs-update” messages received by u or v between ¢, and ¢», we can replace
wy(v) and w, () by wy, (u,v) and w;. From Observation 2, there is no mw-. between
t; and ty, and from Claim 7, nbrs-mw,(v) > ws. Together, this gives us w(u,v) >

wl + w?2. O]

For the following lemma, we define the match weight of node u at time ¢ as w;(u, m,,)
if (u,m,) € M, or zero otherwise. Lemma 5 shows that the weight of the added link

exceeds those of the edges it supplants:

Lemma 5. Consider an edge (u,v) that is added to the matching at least one round
after GST, where m, becomes v at time t; and m, becomes u at time to > ti. Let
wy and wsy denote v and v’s match weights until times t, and ty, respectively. Then,

w(u,v) > wl + w2.

Proof. From GST onwards no more “nbrs-update” message are received, but for one
round following GST there can still be mw~ messages as a result of “nbrs-update” mes-
sages received just prior to GST. After this round all conditions exist for Lemma 4, and it

follows that w(u,v) > wl + w2. O

Everything is set now to prove that the algorithm terminates:
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Lemma 6. (Termination) If GST exists, then 3t > GST such that M; does not change

from t onwards.

Proof. From Lemma 5, a round after GST only augmenting links are added to the match-
ing. From Lemma 3 no link is removed without a link being added so the weight of M
can only increase. Finally, since W (M) is bounded by W (M,,;), 3t s.t. M, does not

change from ¢ onwards. [

We have shown that the matching eventually stops changing. In the remainder of this
section we concentrate on showing that when it does, no augmenting links exist and that
the algorithm becomes quiescent shortly after the matching stops changing.

The next two claims show progress when a node is at a certain state. The first claim
shows progress when nodes send “preference” messages to each other and do not recall

them:

Claim 8. If at time t pm, = v, pm-status,=Prefer and pm, = u, pm-status,=Prefer,

and m,, # v, then the following statements are all true:
o J“preference”c Q.
° ﬂ“recall—preference”e Quvu-
o Arecall-ack”€ Q..

Proof. First, since pm-status,=Prefer and m, # v then the second and third statements
are straightforward from Invariants 3 and 4. We concentrate on proving that 3“preference” e
(Qv,n- We denote by ¢ and t, the latest time prior to ¢ at which pm,, becomes v and pm,
becomes u, respectively. When pm,, changes to u, a “preference” message is sent to .
We further denote by 3 the time at which this “preference” is received by u. Note that at
ty (t2), pm-status,=Prefer (pm-status,=Prefer). Both pm-status variables are Prefer at
time ¢ as well. It is not possible that in between either variable changes to Recall, since
it can only change back to Prefer if the respective pm changes and that does not happen
again before ¢. Similarly, m, # v both at time #; and at time . It cannot become v
between ¢; and ¢ since in order to become m, # v again, pm, must first change to L, in

contradiction to ¢; being the latest time prior to ¢ that pm,, becomes v. It suffices to show
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that £5 > ¢ and therefore at ¢, 3“preference”c (), . Assume by way of contradiction that
ts < t and consider the relation between ¢3 and ¢;. If t > t3 > t1, then at ¢35 Line 43 would
subsequently cause m,, to become v in contradiction to m,, not changing between ¢; and
t. If t3 < t;, then at t3 v € suitors,. If at ¢; v is still in suitors, then Line 80 would
subsequently cause m,, to become v in contradiction to m,, not changing between ¢; and
t. Hence, both t3 < t; and v ¢ suitors, at time t;. This means that somewhere between
t3 and ¢4, v is removed from suitors,. We show next that this is not possible by consid-
ering all the lines in which a node is removed from suitors. Line 24: node u receives a ©
notification, then symmetrically v receives a @. This means that in Line 25, pm,, becomes
L in contradiction to ¢; being the latest time prior to ¢ in which pm,, becomes v. Line 46:
not possible since between time t3 and ¢, pm-status,=Prefer and m,, # v so according
to Invariant 3, ﬂ“recall—preferenoe”e Qv Line 90: then m,, becomes v in contradiction
to m, not changing between ¢; and t. We exhausted all cases in which ¢3 < ¢, which

means that at ¢, the “preference” message must still be at (), ,,. 0
The second claim shows progress when a node sends a “recall-preference” message:

Claim 9. If at time t, pm, = v and pm-status,=Recall, and m, # u, then either

I“recall-preference”c ()., , or 3 recall-ack” € Q.

Proof. Let t; < t be the latest time prior to ¢ that pm-status, changes to Recall. The
change can only occur in Line 83. Line 83 always executes together with Line 84, which
means that a “recall-preference” message is sent to v at ¢;. Notice that pm,, = v both at ¢,
and at ¢. It cannot change in between since pm,, would need to be assigned v again before
t, and when pm is assigned a node, pm-status is Prefer. This means that pm-status,
would need to change again before ¢ in contradiction to ¢; being the last time. If at ¢ the
“recall-preference” has still not been received, the claim holds. Otherwise let 5 < ¢ be
the time the “recall-preference” is received by v. It is not possible that at ¢, m, = v since
for m, to become # v again at time ¢, pm,, must become | and as mentioned before that
is a contradiction to our assumption. Therefore, when v receives the “recall-preference”,
m, # w and v sends a “recall-ack” to w. The “recall-ack” must still be in (), ,, at time ¢,
since otherwise when u receives the “recall-ack”, pm,, becomes | which again would be

a contradiction. O]
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The next invariant shows that when there are no messages in the queues, the values in
nbrs-ack map are all true. This guarantees that ready() must return true.
The next claim shows that the value of best-match() eventually determines the value

of pm.

Claim 10. If at time t > GST, no “match-weight”, “match-drop”, or “nbr-ack” no-
tifications exist in any queue and best-match,() = v, then either pm, = v or pm-
status,=Recall.

Proof. Lett; < t be the last time that check-pm,,() is run prior to t. Since check-pm,,()

29 ¢

is run after every received “nbrs-update”, “match-weight”, and “match-drop” notification,
and at ¢ none of these notifications exist in the queues, then no “nbrs-update”,“match-
weight” and “match-drop” notification can exist in u’s queues between ¢, and ¢. It follows
that u has a correct view from ¢;, which means that best-match,,() did not change since
ti. Therefore, at ty, best-match,() = v. Also, since no “match-weight” or “nbr-ack”
notifications exists in u’s queues since ¢;, and no “nbrs-update” exists after GST', then
ready,() is true at t;. When check-pm,,() is run, either pm,, = best-match,(), or pm, =
1, or pm, # L and pm,, # best-match,(). If pm, = best-match,() then the function
immediately exits. If pm, = L then best-match,() is assigned to it which means v is
assigned to it. Otherwise, pm, # L and pm, # best-match,(). If pm, # m,, then
the check in Line 82 is true and pm-status, becomes Recall. Since no “match-weight”
or “match-drop” notifications exist, it follows from Invariant 7 that pm, # m,, and we
conclude that at t;, pm,, = v or pm-status,=Recall. Since each change made to pm,, and
pm-status, is either at check-pm,,() or subsequently calls check-pm,,(), then pm, and

pm-status, do not change again prior to ¢. [

The next Lemma is key to proving that the algorithm converges to the desired approx-
imation and becomes quiescent. We show that the matching can stop changing only if no

augmenting link exists.

Lemma 7. If there is an augmenting link at time t > GST then after at most six rounds

It s.t. Mt/ 7£ Mt.

Proof. Assume by way of contradiction that an augmenting link exists but M does not

change after six rounds. Note that “match-weight” and “match-drop” messages are sent
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only in response to “nbrs-update” and to changes in the matching. After GST no “nbrs-
update” messages are received, which means that at most a round after the last change in
M or in the network (whichever is later) prior to ¢, no “match-weight” or “match-drop”
messages exist in the queues. A round after, no “nbr-ack” messages are in the queues. Let
t; > t be a time s.t. no “match-weight”, “match-drop” and “nbrs-ack” messages exist in
the queues. For the purpose of counting rounds, ¢, is at most two rounds after ¢. Let (u, v)
be the augmenting link with maximum gain w.r.t M, . Then, since at ¢; the view of all the
nodes is correct, then from Observation 1, best-match, () = v and best-match,() = u.
We show that either u or v (or both) change their match within at most seven rounds from
t.

We prove the lemma by considering all possible values of pm, and pm,, at ¢;.

Casel pm, = L or pm, = L. Not possible from Claim 10.

Case 2 pm, = v and pm, = u.
We show that v and v match. Since no “match-weight” or “match-drop” exist at
t1, then from Invariant 7 it is not possible that m, = v and m,, # u or vice versa.
In that case, nodes u and v sent preference messages to each other but they did
not match yet. We further separate to sub-cases based on the value of the variable

pm-status in each of them.

Case 2.A pm-status,=Prefer and pm-status,=Prefer.
From Claim 8, since pm, = v, pm, = u, and m, # v, there must exists
a “preference” in both (), , and (), ,. Also from Claim 8 there can be no
“recall-preference” or “recall-ack” messages in (),, and (),,. This means
that when each receives the “preference” message from the other, Line 43 is
executed and they match. Note that in this case, the stall is just waiting for
the “preference” message to arrive to both sides which can take at most one

round. It follows that at most three rounds after ¢, M changes.

Case 2.B pm-status,=Prefer, and pm-status,=Recall.
Since m,, # v at t; then from Claim 9, either 3*recall-preference” in (), ,, or

F“recall-ack” in ),,,,. If 3“recall-preference” in (), , then let £, > ¢, be the
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time the “recall-preference” is received. At t, either m, = v or m, # v. If
m,, = v then from Invariant 7, m, becomes u one round later, and u and v
match. If m, # v, then u responds to v with a “recall-ack” message. From
Invariant 4, while a “recall-ack”e @), ., m, # v and m, # u. When v
receives the “recall-ack”™, it clears pm, but on the subsequent call to check-
pmy(), since best-match, = u, pm, becomes u and pm-status, =Prefer.
Since pm,, = v and pm-status,=Prefer, we can now follow Case 2.A which
shows that © and v match. Note that in this case, at worst, we pay two extra
rounds (one round to receive the “recall-preference” and one round to receive
the “recall-ack”) plus the round Case 2.A takes. It follows that at most five

rounds after ¢, M changes.

The case that pm-status, =Recall and pm-status, =Prefer is symmetric to
Case 2.B.

Case 2.C pm-status,=Recall and pm-status,=Recall.
From Claim 9, either 3“recall-preference”c (@), ,, or I“recall-ack”c (@), ,.
Note that in case a “recall-preference” exists, it is not possible for m,, to be-
come v before the “recall-preference” is received. This is because pm, = v
and no “match-weight” exists at time ¢, which means that update-match() can
only be called by Line 43 but would not since pm-status,=Recall. There-
fore, if 3“recall-preference”’c (), ,, then once it is received, u responds with
a “recall-ack” to v. When v receives the “recall-ack”, it clears pm,. On the
subsequent call to check-pm,(), since best-match,, = u, pm, becomes u and
pm-status,=Prefer. Now we are at either Case 2.A or Case 2.B depending
on the value of pm-status, at the time. Note that in this case, at worst, we
pay two extra rounds (one round to receive the “recall-preference” and one
round to receive the “recall-ack™) plus the rounds Case 2.A or Case 2.B take.

It follows that at most seven rounds after £, M changes.
Case 3 either pm, = x # v or pm,, = y # u.

In this case it is possible that » or v match with x or y respectively instead of match-

ing with each other. Without loss of generality, pm, = x # v. From Claim 10,
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since best-match,() = v, it follows that pm-status=Recall. Furthermore, from
Invariant 7 it is not possible that m, = x and m, # wu or vice versa, or that
pm, = m, = v and m, = u. (“match-weight” or “match-drop” exist at ¢;.) Since
my # w at t; then from Claim 9, 3“recall-preference” in (), , or 3“recall-ack”
in Q);,. If 3“recall-preference” in @), ., then let t; > t; be the time the “recall-
preference” is received. At t, either m, = u or m, # u. If m, = wu then from
Invariant 7, m, becomes x one round later, and » and = match. If m, # u, then
x responds to u with a “recall-ack” message. From Invariant 4, while a “recall-
ack”e QQzu, my # v and m, # u. When u receives the “recall-ack” from z, it
clears pm, and on the subsequent call to check-pm,(), since best-match, = v,
pm,, becomes v and pm-status,=Prefer. If pm, = u, we can now follow Case 2.A
or Case 2.B depending on pm-status,. If pm, = y # u, then the communication
between v and y is similar to v and x. Either v and y match, or pm, becomes u
and pm-status, =Prefer. In the latter option we can apply Case 2.A. Note that
in this case, at worst, we pay two extra rounds (one round to receive the “recall-
preference” and one round to receive the “recall-ack™) plus the rounds Case 2.A or

Case 2.B take. It follows that at most seven rounds after ¢, M/ changes.

]

Finally, Lemma 8 shows that when no links are added to the matching, Algorithm 2

becomes quiescent within a bounded number of rounds:

Lemma 8. If 3t > GST after which M does not change, then after at most O(1) rounds

the algorithm is quiescent and for allu € V, pm,, = L.

Proof. We need to prove that after O(1) rounds all the message queues are empty and
for all w € V, pm, = L. The matching does not change after ¢, which from Lemma 7
means that at ¢ no augmenting links exist. Remember that it takes at most one round for
a sent message to be received. Let ¢; be one round after ¢, then all “match-weight” and
“match-drop” message are received. Since no “nbrs-update” notifications are sent after
GST and the matching does not change, after ¢; no “match-weight” or “match-drop” exist

in the queues. From Observation 1, the view of every node is correct and since there are
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no augmenting links, then from ¢, onwards Vu best-match, () = L. Since best-match,,()
is L at t; and check-pm,() is called whenever best-match,, () changes, then also at t;,
either pm, = 1, or pm,, = v # L and pm-status, =Recall. Since pm,, already reacted
to best-match,() = L then from ¢; onwards, no “preference” or “recall-preference”
messages are sent. Let ¢5 be one round after ¢, then all previous “preference” and “recall-
preference” messages are received, and no more “recall-ack” messages are sent after .
This means that after three rounds no more messages are in the queues. As mentioned
earlier, from t; onwards, for each u € V either pm, = L, or pm, = v # L and pm-
status, =Recall. Since a round after ¢, no more messages exist in the queues, then from

Claim 9, for every u € V it follows that pm,, = L. O

Theorem 1 (restated). (Quiescence) If GST exists, then ¢t > GST such that Algo-

rithm 2 is quiescent from time ¢ onwards.

Proof. Immediate from Lemma 6 and Lemma 8. 0

Theorem 2 (restated). (Dynamic Weighted Matching Correctness) If GST exists, then
3t > G ST such that the output of Algorithm 2 does not change from time ¢ onwards and

every node u outputs node v if and only if v outputs u.

Proof. Immediate from Theorem 1 and Corollary 2. [

Theorem 3 (restated). (Approximation) If GST exists, then 3¢ > GST such that

w(My) > %w(Mt,opt) from ¢ onwards.

Proof. Follows from Lemma 1 in Section 4.1 and Lemma 7 above. [

5.4 Locality

We divide network events into four categories — weight increase, weight decrease, node
addition, and node deletion. We show Theorem 4 by proving a separate lemma for each

category. The same approach is employed in each
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We have already shown that shortly after GS7T there is a time after which the weight
of M can only increase. We next show how to refine this for some network changes and
show that it quickly increases to a 2-approximation.

Lemma 2 is used to bound the matching weight’s distance from the approximation
following the change. Then, we consider the nature of the change and show that the algo-
rithm adds at least that missing weight within a constant number of rounds. Since M,
does not change, then from Lemma 2, this is sufficient for M to become a 2-approximation
of M.

In the changes we are looking at, the nodes neighboring the change have a correct

view of the network. We use this to prove some properties:

Claim 11. If node u has a correct view when it sends a “preference” message to node v

at time t then
1. gainyg, (u,v) >0
2. Hu,x) € E, s.t. gainyg, (u, ) > gaingg, (u,v)

Proof. Node u sends a “preference” message to the node best-match,, () returns. The
function best-match() calculates the maximum gain neighbor from u’s nbrs-mw, and
w,, variables. From Observation 1, since node u has a correct view, w,(v) = w;(u,v)
and nbrs-mw,(v) = wy(m,). The latter gives us part 2, and part 1 is immediate from

line 16. L

The first change we consider is an increase in weight of some link in the network. The
addition of a new link also falls under this category, as we can consider the addition as a
weight increase from weight 0.

Reminder: A(M) is the set of augmenting links w.r.t M that are in M,,;: A(M) £ {a €
Moyt | gainy(a) > 0}.

Lemma 9. (Weight increase) If Algorithm 2 is quiescent at time t, and then the weight
of any one link e = (u,v) is increased, then after O(1) rounds, ' s.t. w(My) >

%w(Mt’,opt)-
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Proof. Since no link other than e changed and w(e) has increased, the only possible
augmenting link at time ¢ is e. The algorithm is quiescent at time ¢, which means that all
the nodes are idle (Vx € V pm, = best-match,() = L). As a result of the change “nbrs-
update” notifications are sent to u and v. Scenario 1: e is not augmenting and therefore
from Lemma 1, M, is still a 2-approximation of M,,;. We show next that the matching
does not change. The algorithm was quiescent prior to the change which guarantees
that when node u and v receive the “nbrs-update” their view is correct and therefore from
Lemma 11 neither will send a “preference”. If (u, v) € M, both u and v subsequently send
a “match-weight” to their neighbors. When any neighbor receives the “match-weight”, its
view is correct and therefore will not send a “preference” message. After two rounds the
algorithm becomes quiescent again. Scenario 2, e is augmenting. When node u receives
the “nbrs-update”, its view is correct and best-match,() = v. As a result, and since
pm,, = L when check-pm,() is run, a “preference” message is sent to v. The same logic
applies to node v, and v and v exchange “preference” messages. When both u and v
receive the “preference” messages from each other. m, = v and m, = w. This takes at
most one round (the only message it takes a round to receive is the “preference”). Next,
we show that the addition of e to the matching is enough for My to be a %—approximation
of My opi. Att, A(M,;) can only include e which means from Lemma 2 that w(M;) >
%w(Mt,opt) + %w(e). Since there are no changes between ¢ and t', M,,,; does not change,
and when e is added to My, w(My) > 2w(My opt).

]

The second change we consider is a decrease in the weight of a link in the network.
A deletion of a link also falls under this category - it is similar to a weight decrease to
0. Note that if the changed link is not in M, there can be no augmenting links after the

change as the measured augmentation weight is with respect to links in M.

Lemma 10. (Weight decrease) If Algorithm 2 is quiescent at time t, and then the weight
of one link e = (u,v) is decreased, then after O(1) rounds, ' s.t. w(My) > %w(Mtl,opt).

Proof. The change triggers “nbrs-update” notifications to be sent to u and v. If no link
became augmenting as a result of the change, M, is still a 2-approximation of M.

The algorithm was quiescent prior to the change which guarantees that when node « and
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v receive the “nbrs-update” their view is correct and therefore from Lemma 11 neither
will send a “preference”. If (u,v) € M, both u and v subsequently send a “match-
weight” to their neighbors. When any of their neighbors receives the “match-weight”,
its view is correct and therefore will not send a “preference” message. After two rounds
the algorithm becomes quiescent again. Otherwise, there is some augmenting link. Note
that all augmenting links must be adjacent to e since the algorithm was quiescent before
t and only e changed. Without loss of generality, let the maximum gain augmenting link
be incident to u and we denote it by (u,z). We show next that (u,z) is added to the
matching after a constant number of rounds, and that adding (u, x) suffices for us to be
at the approximation. When node u receives the “nbrs-update”, its view is correct, and
after sending “match-weight” to all its neighbors it also sends a “preference” to x which
is its maximum gain neighbor. Node x is idle until it receives a message. After at most
one round it receives the “match-weight” from u and possibly a “match-weight” from
v if z is a neighbor of v as well. If node x receives the message from w first or (v, x)
is not augmenting, it sends a “preference” message to node u. If node = receives the
message from v first and (z, v) is augmenting, then x sends the “preference” to v. When
x receives the “match-weight” from w, it will send a “recall-preference” to v. If = is not
v’s maximum gain neighbor, v will respond with a “recall-ack” and once x receives it,
x will send a “preference” to u. Otherwise, since v receives the “preference” from x
before the “recall-preference”, it will match to x, subsequently send a “match-weight”,
and ignore the “recall-preference” message from . When x receives the “match-weight”
from v, it will match to v but since w(u,x) > w(u,v), it will send a “preference” to w.
In either case, x is delayed by only two rounds. One round in which its “preference”
and “recall-preference” are received by v, and another round in which v responds with
either a “match-weight” or a “recall-ack”. Regardless of the specific scenario, let ¢’ be
the earliest time that both u and x receive each other’s “preference” message, then at time
t', (u,x) € Myp. From Lemma 2, at ¢, w(M;) > w(Myop) + %ZCLGA(M) gainyg, (a).
Let’s consider A(M;) at time ¢. Since all augmenting links are adjacent to e and M, is
a matching, A(M,) can only include two links. Link (u, ) has at least as much gain as

either link in A(M;), which means that w(u, z) > 3 > ac Ay 90N (). O

The next change we consider is a deletion of some node u. When a node is deleted
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all its incident links are also deleted. Since at most one of these links can be in M, this
change is almost identical to a weight-decrease of link (u,m,). The only difference is

that all of u’s neighbors receive a “nbrs-update” for the change.

Corollary 3. (Node deletion) If Algorithm 2 is quiescent at time t, and then one node u is
deleted from V;, then after O(1) rounds, 3t s.t. w(My) > %w(Mt/,Opt).

The last change to consider is a node addition. Here it is vital that the new node does
not send “preference” messages until it has a correct view, and this is why we need the

ready() function in the protocol.

Lemma 11. (Node addition) If Algorithm 2 is quiescent at time t, and one node u is added
to V,, then after O(1) rounds, 3t' s.t. w(My) > %w(Mtgopt).

Proof. The change triggers “nbrs-update” notifications to be sent to u and its neighbors.
Each of u’s neighbors subsequently sends a “match-weight” to u. Since the algorithm
was quiescent prior to the change, the only possible augmenting links after the change
are the links incident to u. If (u,v) € E; is augmenting, then v sends a “preference”
message to u. The view of u’s neighbors is correct once they receive the “nbrs-update”.
From Lemma 11, none of them send any “preference” on a non-augmenting link. Node «
will have a correct view once it receives all the “match-weight” messages from its neigh-
bors. It will not send any “preference” message before that (Line 54). Therefore, from
Lemma 1, if no augmenting links exist then w(}M;) > sw(M,,) and the algorithm be-
comes quiescent again once the “match-weight” messages are received. Otherwise, at
least one augmenting link exists. Node u sends a “preference” message to its maximum
gain neighbor (denoted by v). Let ¢’ be the earliest time in which both u and v receive
the “preference” messages from each other. Then at ¢/, (u,v) is added to the match-
ing. Since all the potential augmenting links are incident to u, A(M;) can only include
one link (denoted by a). From Lemma 2, w(M,;) > sw(M o) + sw(a). The view of
node u is correct when it sends the “preference”, which from Lemma 11 guarantees that
gainyg, (u,r) > gainyy, (a). The matching M,,; does not change from ¢ onwards and
therefore at ¢/, w(My) > w(My o).

]
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Finally, we show that the matching weight increases monotonically from ¢’ onwards.
From Lemma 4, only augmenting links can be added, and from Lemma 3, a link is re-
moved only if an adjacent link is added. This means that with every added link the match-
ing weight increases, but since links are not added atomically, i.e., when (u, v) is added
m, and m, change at different times, it is possible that in between the weight of the
matching temporarily decreases. We show next that under the assumptions of the Local-
ity Theorem, the weight of the matching does not temporarily decrease.

First, we note that a link can change its augmenting status only as a result of a network

change event or if an incident link is added or removed from the matching:
Observation 3. (augmenting-status)

1. If link (u,v) becomes augmenting at time t and no new “nbrs-update” was intro-

duced, then an incident link was removed from M; at t.

2. If link (u,v) becomes not augmenting at time t and no new “nbrs-update” was

introduced, then an incident link was added to M, at t.

We show that under the locality property’s assumptions and after the first link is added
(following the network change), a link can only be augmenting if one of its end nodes is

unmatched:

Lemma 12. Assume Algorithm 2 is quiescent at time ty, and then one of the following
events occurs: node start, node stop, weight change, link removal, or link addition. Let '
denote the time the first link is added after t,, then (u,v) is augmenting at t" > t' only if
B,y s.t. (u,x) € My and (v,5y) € My

Proof. Following Observation 3, since the only “nbrs-update” were introduced at ¢y, a
link changes its augmenting status after ¢, only when an incident link is removed or added
to the matching. Furthermore, from Lemma 3, a link is removed only if an adjacent link
is added. Therefore, the augmenting status of links only changes when links are added to

the matching. We prove the lemma by induction on the added links to the matching.

Base: we show that the lemma holds after the first link (which we denote by (u,v)) is

added. We denote by u' and v’ the values of m, and m, at time t5. Since the
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algorithm was quiescent at ¢y, no augmenting link exists before the network change

and we can consider only links that become augmenting after the change.

Weight increase: following the change only one link can become augmenting which
means it must be (u, v). After (u,v) is added, u' and v’ lose their match, and
links incident to u' and v’ can become augmenting (which correlates with
the lemma). Links incident to (u,v) were not augmenting previously and
have even less cause to become augmenting now since w(u,v) > w(u,u’) +
w(v,v’). All other links were not augmenting before and their augmenting

status does not change since there were no changes to their incident links.

Weight decrease: only links incident to the changed link can become augmenting
and subsequently added to the matching. This means that either the weight
of (u,u’) or (v,v’) decreased. Without lost of generality, we assume that
the weight of (u,u’) decreased. After (u,v) is added, links next to u’ can
remain augmenting, since v’ now lost its match. Links next to v’ can become
augmenting since v’ lost its match. As for u, it is shown by Lemma 10 that u
matches with its maximum gain neighbor. This means that Vz € T', w(u, v) >
w(u, ), which guarantees that after (u,v) is added, Az € ', s.t. (u,z) is
augmenting. A link next to v, unless it is next to u/, was not augmenting
before, and will not become augmenting now since w(u,v) > w(v,v’). All
other links were not augmenting before and their augmenting status does not

change since there were no changes to their incident links.

Node deletion: either ' or v was deleted, and without loss of generality we as-
sume that v’ is deleted. Node u lost its match, and any number of u’s links
might become augmenting. As shown by Lemma 3, u matches with its max-
imum gain neighbor, which means that Vo € T', w(u,v) > w(u,z), and
therefore after (u,v) is added, fx € ', s.t. (u, ) is augmenting. As for links
next to v, they were not augmenting before, and since w(u, v) > w(v,v') they
will not become augmenting now. Links next to v" might become augment-
ing since v’ lost its match. All other links were not augmenting before and

their augmenting status does not change since there were no changes to their
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incident links.

Node addition: either u or v is added, and without loss of generality we assume
that u is added. Then, any number of u’s links might become augmenting.
As shown by Lemma 11, v matches with its maximum gain neighbor, which
means that Vo € 'y, w(u,v) > w(u, ), and therefore after (u,v) is added,
Pr € Ty s.t. (u, ) is augmenting. As for links next to v, they weren’t aug-
menting before, and since w(u,v) > w(v,v") they will not become augment-
ing now. Links next to v" might become augmenting since v’ lost its match.
All other links were not augmenting before and their augmenting status does

not change since there were no changes to their incident links.

Step: we assume by way of contradiction that a link is added at ¢, and subsequently, a
link (u, v) is augmenting even though 3z, y s.t. (u, ) € M, and (v,y) € M,. Since

link (u,v) is augmenting, (1) w(u,v) > w(u, z) + w(v,y).

Case 1: link (u,v) was not augmenting at ¢ — 1. Since there are no more “nbrs-
update” messages introduced, the only way (u, v) can become augmenting at ¢ is if

u or v lose their match which means they cannot both be matched at ¢.

Case 2: link (u,v) was augmenting at ¢ — 1. Then, since the lemma holds at ¢ — 1
it must be that either (u,x) or (v,y) were added at t. Without loss of generality,
we assume that (u, z) was added at ¢. Since there are no network changes after ¢,
and each node receives its “nbrs-update” message before making any other steps,
we can both omit that time when we consider the weight of a link and interchange
w(u,v) for w,(v) for every node. Node (u,x) was added at ¢, which means that
pm,, = x att and we denote by ¢; the time pm,, becomes z. Then, at ¢;, u prefers
x over v which means that (2) w(u, z) > w(u,v) — nbrs-mw,(u). It must be that
nbrs-mw,(u) > w(v,y), or otherwise (2) and (1) contradict each other. Let ' be
the the match of v at time ¢; which correlates to nbrs-mw,(u). Either y = y' and
w(v, y) changed which we consider later, or y # v/, and v changed its match. Since
w(v,y) < w(v,y’) and only augmenting links are added, it must be that v lost its
match before matching with y. Before v matches with y, pm,, must first change to

y and we denote by %, the time that pm, becomes y. When a node loses its match,
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ready() is false until the node receives a “nbr-ack” from each of its neighbors. At
t1, node u did not know yet that v lost its match, which means that pm, can only
change after ¢; (t5 > t1). Atts, 3) w(v,y) > w(u,v) — nbrs-mw,(u), and since v
received all notifications from u up until ¢; and at ¢, pm, = x, it must be that (4)
nbrs-mw,(u) < w(u,x). From (3) and (4) we get (5) w(v,y) > w(u,v) — w(u, )
which contradicts (1). Finally, we consider the case that y = ¢’ and yet nbrs-
muw,(v) at ¢ is bigger than w(v,y) at t. This would be possible only if exists a
(“match-weight”,m — m # u,mw) € Q,, s.t. mw < nbrs-mw,(v). (ie., a
“match-weight” message that notifies of a weight decrease of the current match of
v. ). However, this kind of message is only sent after a network change of weight
decrease and it is the first message u receives after ¢y. This is before any message

that makes (u, x) augmenting and it cannot still exist at ¢;.

]

In the final step we show that the matching weight strictly increases when a link with

an unmatched node is added:

Claim 12. Consider an edge (u,v) that is added to the matching, where m,, becomes v at

time t1, and m,, becomes u at time to > t1. Let wy and ws denote u and v’s match weights

at time ty, respectively. If no “nbrs-update” is received by either u or v between t, and

ty and Pmws € Q,, at t1, and wy = 0 or wy = 0 at ty, then w(M);, > w(M);,_, and
w<M)t2 > w<M)t2*1'

Proof. We separate to the two cases.

wy = 0: since m,, has no match, then no weight is lost at ¢; and w(M )y, = w(M ), 1. It

follows from Lemma 4 that w(M);, > w(M),—1, since w(u,v) > w;y + ws.

wy = 0: since pm, = w at t1, then (u, v) is added to M at ¢;. It follows from Lemma 4

that w(M )y, > w(M), -1 since w(u,v) > wy + wy. When m, becomes u at t9, no

weight is lost since wy = 0 and w(M )y, = w(M)sy—1.
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Corollary 4. Assume Algorithm 2 is quiescent at time t, and then one of the following
events occurs: node start, node stop, weight change, link removal, or link addition. If
t' is the time that the first link is added following the change, then from t' onwards the

matching weight never decreases.

Theorem 4 (restated). (Locality) If Algorithm 2 is quiescent at time ¢, and then one of
the following events occurs — node start, node stop, weight change, link removal, or link
addition, then after O(1) rounds, 3¢’ s.t. w(M;) > %w(Mt/,opt).

Proof. Immediate from Lemmas 9, 10, 11, Corollary 3, and Corollary 4. O]
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Chapter 6
Conclusions

In this thesis we studied the dynamic weighted matching problem. Namely, we consid-
ered the weighted matching problem in an asynchronous, fault prone, and dynamic net-
work, where the topology and link weights may change. We developed a distributed
algorithm that can cope with these conditions and is resistant to any combination of
network changes. We showed that the algorithm stabilizes, quiesces, and provides a 2-
approximation when changes cease. Moreover, we proved that following a single change,
the algorithm converges back to the approximation in O(1) time, thereby not suffering
from the drawbacks of other distributed matching algorithms in a dynamic environment.
Lastly, in the static case, the algorithm converges to a 2-approximation in O(|V|) time

and O(|E|) message complexity similar to [13].

Our focus on the model and algorithm is motivated by applications to wireless net-
works which have many of the characteristics described above. In particular, due to the
Local Pooling conditions [4], in many such networks, the 2-approximation algorithm will
actually achieve 100% throughput. Yet, in many realistic cases, the interference con-
straints are more complex than primary interference constraints that imply that the set
of active links should be a matching in the network graph [6, 30]. For example, under
secondary interference constraints, each pair of simultaneously active links must be sep-
arated by at least two hops (these constraints are usually used to model IEEE 802.11
networks [6]). In general, an interference graph is used to model the various interfer-

ence constraints, and a specific transmission schedule corresponds to an independent set
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in the interference graph. When taking into account the physical layer characteristics, the
schedule and the power allocations should adhere to the Signal to Interference and Noise
Ratio (SINR) constraints [23, 11, 5].

In all those cases, there is a need for distributed algorithms for an asynchronous and
dynamic environment (e.g., when nodes leave, join, or even change their location, not only
link weights change but also there is a significant effect on the SINR). However, most of
the previous work has focused either on the throughput and stability region implications or
on efficient distributed implementations. It has usually been assumed that the environment
is synchronous and static. A potential direction for future work is to build on the results
of this thesis and develop distributed approximation algorithms for general interference
constraints as well as for the SINR model that will be tailored for asynchronous and

dynamic environments.
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