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Analysis of Multi-Path Routing

Israel Cidon,Senior Member, IEEERaphael RomSenior Member, IEEEand Yuval ShavittMember, IEEE

Abstract—In connection-oriented networks, resource reserva- connection-oriented traffic can be done using RSVP [12] along
tions must be made before data can be sent along a route.the shortest path between routers. If a reservation cannot be

For short or bursty connections, a selected route must have 546 4 new path might be calculated to try and accommodate
the requn’ed resources to ensure appropriate communication
the requested resources [13].

with regard to desired quality-of-service (QoS). For example, )
in ATM networks, the route setup process considers only links ~ In both ATM and the Internet, the failure to set up a
with sufficient resources and reserves these resources while itconnection results in delay in the setup process. In PNNI, the
advances toward éhe destination. kThe same concern for k?os delay is due to the time it takes for the reservation process
routing appears in datagram networks such as the Intemet, when ., .o\« hack, and the recalculation of the alternative route at
applications with QoS requirements need to reserve resources , .
along pinned routes. In this paper, we analyze the performance of the point where the §earch starts. In RSVP; the delay is due to
multi-path routing algorithms and compare them to single-path  the time outs associated with the reservation process and the
reservation that might be persistent, i.e., retry after a failure. need to restart the reservation process.

The analysis assumes that the routing process reserves resources Recently [3], [10], we suggested a family of multi-path
while it advances toward the destination, thus there is a penalty . " . .

associated with a reservation that cannot be used. Our analysis reservation algorithms that use mL_“t'ple reservation pro‘?esses
shows that while multi-path reservation algorithms perform com- ~ concurrently for the same connection. The concurrency in the
parably to single-path reservation algorithms, either persistent or reservation process has the following merits.

not, the connection-establishment time for multi-path reservation 1) A reservation failure in one (or more) links does not

is significantly lower. Thus, multi-path reservation becomes an | d th fi in other link
attractive alternative for interactive applications such as World slow down the reservation process in other inks.
Wide Web browsing. 2) If several routes are available for reservation, the one

that meets the application requirements the most can be

I. INTRODUCTION chosen

. . - In this work, we analyze and compare the performance of
ROADBAND integrated services digital networks (B'.multi-path algorithms with single-path algorithms. The analy-

ISDN) are aimed to transport all electronic communigis s general in the sense that it does not take into account

g:)t'rﬁnmljairg%fnf:ﬁn;u;mﬁ” r:os peheo dnieijxﬂ)srktso i?ocn(;ﬁn\égie(?he design of any specific algorithm. In particular, the analysis
X : gn-sp Hoes not capture the ability of the suggested algorithms [3],
oriented, i.e., before data can be transferred, a connect

should be established. HB] to work in any directed subgraph of the communication

o . : network. We look at two main performance measures: network
Data applications are bursty in nature. Thus either conneg:

tions are short or data is transferred in bursts spread overOnghpUt (goodput) and connection establishment delay.
: ) . b It is important to note that the throughput analysis given in
time, e.g., World Wide Web (WWW) browsing establish many .

7 . : o s paper for multi-path algorithms serves as a loose lower
connections each for the delivery of a single entity in a UR ound of their performance. In particular, the analysis assume
In order to use the network resources efficiently, bandwid P -np ' y

reservations must be made to ensure high probability t multiple routes considered for routing are node disjoint.

data arrival to its destinations. In ATM PNNI standard [4] e algorithms we suggest in [3] benefit from node sharing

reservations are performed while a search for a feasible roB%\éverigsrou:ﬁZ ?ﬁetﬁss:?il?!gi ElEraolg/e:aslelzse?]fd(ra?segledl_.nk
is conducted. If the search process reaches a point whEgource th tured b Vthl pl . ! u” way.
sufficient resources are not available for reservation, it crankaa 'd 'S N0t captured by the analysis as weil.

back several hops and then the search is continued from somg)ur analysis shows that multi-path routing has slightly

intermediate point on the route. In the Internet, reservations fgtter throughput than single-path routing when no.retrles
are allowed, and slightly worse when one or two retries are
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ferent mathematical model as they concentrate mainly on !

the processing delay, and their algorithms can only run on 2

tree subgraphs. D 3
The competitiveness of multi-path routing might seems ” e
contra-intuitive. For telephone networks, it has been shown

[7], [5] that even trying alternative routes that are longer from
the shortest route may result in performance degradationfdi- 1- The analyzed system.
the form of higher block probability. However the telephone

model network model does not apply to general networks. TABLE |
Most of the work done for routing in telephone network AN INDEX FOR THE CASES CONSIDERED IN THE PAPER
assume fully connected networks. In such networks there -
. . . . . m k K other section
is no penalty in trying a blocked route as the information parameters
is available at the source, there is also no need to attempt 1 1 1 3.11
multiple reservations since the model assumes knowledge 1 n 1 =p 312
of the resource availability in all the relevant links at the i ge“eral i g;
source switch. I T = i1

In data networks, where the number of hops in a route 1 1 2 1.9
may be in the double-digit zone, these results do not hold. In 1 1 3 4.3
particular, there is a significant cost both in increased blocking general | 1,2,3 |1 [8=p,n=3]5
and in time delay for a failed attempt to reserve a route, since general | general | 1 6.1

general | 1 23 6.2

the blocking may occur close to the destination when most of
the route is already reserved for the connection.

The rest of the paper in organized as follows. In the next
section, we describe the model of the network we analyze.ifA capacity whether we use a single-route reservation or a
Section I, we analyze multi-path routing for the case wher@ulti-path reservation. In such high loads, the system is mostly
each route can support a single connection. In Section IV, Wving between two states: full system and single vacancy.
analyze the case where consecutive retries are permitted upénsoon as the system moves out of the full state it returns
failure. In the following section, we look at the case whert® this state again, since the high rate of incoming requests
a route can support several connections, and in Section ¥nsures that any available bandwidth is occupied at once.
we analyze the connection-establishment time. Section VIIWhen multi-path routing is used, the reservation algorithm
holds the numerical results from the analysis of the previogglects randomly: (1 < k < n) of the routes and tries to
sections. In the final two sections, we discuss the implicatig@pture (reserve bandwidth) them, each of the routes has an

of the results and point to algorithmic solutions triggered b§qual probability to be selected. If more than one route is
this work. captured, only a single one is used for the connection while the

others are released. The period until an unused route is released
Il. THE SYSTEM MODEL is exponentially distributed with mearyé (1/6 < 1/u). 1/6

As mentioned in the introduction, the multi-path reserv4lescribes the average time it takes the system to signal the
tion algorithms can benefit from routes sharing nodes af@iease of such a redundant reservation. Note that 1
links. However, in this analysis, we assume thatlisjoint Models the case where the connection is short with regard to
routes are available between source and destination nodes. fi§eréservation process. Thus, if several reservations succeed,
competitiveness of multi-path algorithms under this worst-cad the routes appear to be used (resources are reserved), while
scenario gives way to promote the use of such algorithni§€ destination is using only one of them, ignoring the rest.
The advantage of this model is that we can easily quantifis happens, for example, when a short burst is sent preceded
the effect of parallelism on the performance of the reservatidy @ reservation request that tries to reserve sufficient resources
algorithms. on-the-fly [11], [1]. . _

Consider a source—destination pair of nodes that are confor single-path reservation algorithms, we also analyze the
nected byn disjoint routes, each of which can support Case where, upon a failure to reserve the rostedditional
connections at a time. Let the source node be A and tAiémpts are made. The time between successive additional
destination node be B (see Fig. 1). The connection-requ8§€mPpts is exponentially distributed.
arrival process is Poisson with intenskyWhen a connection-  1able I indexes the cases considered in the paper and refer
request arrives at node A, there is no knowledge about t reader to the relevant section for each case.
availability of the routes, thus one (or more) routes are selected
randomly to attempt a reservation. The overall period of the
reservation and the connection duration time is exponentially
distributed with meanl /. We concentrate in our analysis on the case wher:= 1,

Note that asymptotically, when the load is approachinice., the case where each route can support a single connection,
infinity, all reservation methods have the same throughpuats the relative computational simplicity of this case makes
When the system is heavily congested, it will always fill tit possible to examine more aspects of the system. For this

IIl. ANALYSIS OF THE MINIMAL CAPACITY CASE
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Thus, we can write

n

v n—1
Poue = Row _ % =p 1> Y 5w (2)

Ain t=0 s=1

where N is the average number of served connections in the
system, anch = A/u. The second transition in (2) is due to
Little's Law.

To obtain P, the system steady-state probabilities,
should be found by solving the system equilibrium equations,
7() = 0 (Q is derived directly from the infinitesimal transition
rates,n is the vector of steady-state probabilities), together
with the probability conservation relatiobl(, ,y 7, = 1.
This numerical solution required(n??+*)) basic operations,
whereO(z2t%) is the number of operations used by the matrix
inversion algorithm for an: x = matrix (for the best-known
matrix inversion algorithmy > 0.5), i.e., the solution requires

o O(n®) operations. In the following sections, we shall describe
8 methods to make the problem more tractable. For two special
cases, whet = 1 and whenk = n andé = 1, we present a
@ closed-form solution. For other cases, we present a recursive
solution that requires only(k - n®) operations.

b(k-1,t+s) A

b(l.t+s) 2 A. Analysis of Special Cases

@ i ts () 1) Single-Path ReservationSingle-path reservation is the
bOL+s)A case wherk = 1. In this caset always equal to zero, thus the
system can be modeled by ant- 1-state birth—death process

to with transition rates

®
n

fts = Spt @)

Fig. 3. The transitions out of a state in the Markov chain for a system with

m = 1 and generah andk values. . . . .
9 as depicted in Fig. 4. The average number of active connec-

tions is given by
case, the above system can be modeled by a continuous-time N
Markov chain withn(n+3)/2 states, as illustrated in Fig. 2 for N — Z - pn
the case where = 4 andk = 2. Each state is represented by pot n+p
the ordered paift, s), wheres is the number of routes that are
used for transmission, artds the number of redundant routesvhere p = \/pu. Thus
that were captured and are not used for transmission. The

)\out _@_ n

infinitesimal transition rates from stafe, s) to state(¢’, '), P = = 4)
.1, are (see Fig. 3) Ain A ntp
where the second transition in (4) is due to Little’'s Law. The
Qt,s,t—-1,5 = t0 throughput in given by

Qt,s,t,s—1 = St
Gt,s t+i,s+1 = b(Lv t+ 3))‘7
0<i<min{fk—1L,n—(s+t+1)} (1) 2) Greedy Reservation with Maximal Penaltyvhen the
penalty for over-reservation is maximal, i., = u, the

T = ABuc

where system can be modeled by a single number that represents
the total amount of occupied routes, i.e., by an- 1-state
b(é, 1) = <77 - V) < v )/(ﬂ) Markov chain with transition rates
’ i+1 k—(@G+1) k.
Qs,s—1 = Sl
We are interested in the connection-reservation success s, = b(max{0,s — (u+ 1)}, 5)A
probability ... that is proportional to the system throughput. max{k,s+1} < u < min{n, s+ k}.

P, is given by the ratio between the rate of the accepted
requests \..t, and the rate of incoming requests,, = A\. This system can be solved with(n>**) operations for any.
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1 l i
N’ A(@-Dn '\2/ % (n-2)/n 2am \_/ Ahm

Fig. 4. A Markov chain for a system witlk = 1.

n equilibrium equations and, together with the probability-
conservation equation, we obtain+ 1 linear equations that
can be solved with complexity a@P(n?). For clarity, we shall

first demonstrate each step in the computation process for the
case wheré = 2, and then give the general solution. Table Il
presents the correlation between the expressions: fer 2

and generak.

Fig. 5. A Markov chain for a system with = 6 andk = n.

TABLE Il . Using the Markov chain illustrated in Fig. 2 and the tran-

CORRELATION BETWEEN EXPRESSIONS FORk = 2 AND GENERAL & sition rates of (1) (illustrated in Fig. 3), we can write the

k=2 | general k following n(n + 1)/2 — 1 equilibrium equations:

(8 |1y

(9) (12) Qt,s,t,sTt,s =qt—1,s—1,t,sTt—1,5—1 + Qt,s—1,t,5Tt,s—1

(10) | (13) + Qey1,s,t,sTe41,s T Q41,857,541

(16) (17) & (18) 29,0, B B 2ly B

19) | (20) 2<t<n—-20<s<n-—(t+1)

40,5,0,570,s = Q0,5—1,0,570,s—1 1+ q1,5,0,s71,s

. . . . <s<mn—

A greedy reservation algorithm tries to reserve imatlaths, T 20,5+1,0,5T0,5+1 l=s=n—1
which is captured in our model by settihg= n. For this case ~ 90,0,0,070,0 = 41,0,0,071,0 + 0,1,0,070,1 )
(see Fig. 5), we can write the equilibrium equations whereg ; ; 5, the transition rate out of state, s), is given by

()\+SLL)7T5 = (8+1)LL7T5+1, s=0,1,---.n—1 min{n—(t+s+1),1}

. =10+ sp+ b(l,t+ s)A. 9

that yield ts.t,5 p ; ( ) ©)

(p+s—1(p+s—-2)---p Now we can write the following recursion relations foy .,

s = o ?
s(s—1)---2-1 t>0:
= <p TS 1) o (5) 71,0 =(40,0,0,070,0 ~ 90,1,0,0%0,1)/71,0,0,0
S

= (qO,S,O,Sﬂ-O,S —q0,5—1,0,570,s—1 — QO,5+1,0,57T0,5+1)/
where the last transformation is by definition [8, Sec. 1.2.6].

B . A . R i - q1,5,0,s 821,2,---,71—1
Substituting (5) in the probability-conservation equation, gives
t,

s ((Jt—l,s,t—l,s'ﬁt—l,s —@t—2,5—-1,t—1,5Tt—2,5—1

1= 70+ 70 Z <p + z - 1) — 70 Z <p + z - 1) (6) — Qt—1,5—1,t—1,sTt—1,5—1 — Qt—1,5+1,t—1,s7ft—1,s+1)/

s—1 s=0 Qt,st—1,s t22,3,"',7’L 821,2,~",7’L—t.
which yields a closed-form solution foty (and the other the (10)

steady-state probabilities) For a general value of, (8) takes the form

o = 1/<p + ”) Qt,s,t,sTts = Qet1,s,t,sTt+1,s T Qt,s41,t,57t,5+1
n t
and for the success probability + Z Gro=ttoms-t (1)
I=max{0,t—(k—1)}
n

Poye=1-m, = ntp (7) whereg,  , ;. the transition rate out of state, s) is given by

Comparing this result with (4) yields that. whén= 4, i.e., mingn—(ttott)h=1}
s,t,s — 6 + Sph+

when the penalty for capturing more than one link is maximal, t:s:t: Z

a system where the reservation algorithm attempts to capture =0
one link performs identically to a system where the algorith@nd the recurrence takes the form
attempts to capture all the links.

b(i,t+s)A  (12)

Tts = | Qt—1,5,t—1,sTt—1,s — Qt—1,s+1,t—1,58Tt—1,s+1
B. Reducing the Analysis Complexity Using Recurrence
For the general case, we can reduce the computation com- t=1
plexity of Section Ill by using recursion. Our aim is to write y Z Qs—1,t—1,5Tls—1 /Qt,s,t—l,s
the steady-state probabilities of all the system states, l=max{0,t—k}

as functions ofrg,, 0 < s < n. Then, we can write t=1,23,---,n s=1,2,---.n—t. (13)
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The above recurrence suggests thatmall can be written
as functions ofrg s, i.e.,

889

For a general value of, (19) takes the form

Gt n—tn—tTtn—t

s t
Mt,s = Z Ct,s(l)']rO,l- (14) = Z QI,n—(t+1),t,n—t7rl,n—(t+1)
=0 I=max{0,t—(k—1)}
It is easier to calculate the recurrence for the coefficients 1<t<n—-1. (20)

C, 5(1) rather than directly forr, .. First, we calculate the
coefficients ofz , by

Cl,s(s) = qO,S,O,S/ql,S,O,S s = 07 17 27 e, — 1

Crs(s—1)= —qo0,s-1,0,5/1,5,0,5 s=1,2,---,n—1
Cis(s+1)= —qos+105/01,50, =012~ n—1
Cy () =0]l —s|>1. (15)

Next, we calculate the coefficients of ; fort = 2,3,---,n—
1. For k = 2, the recurrent calculation is done by

Ct,s (m) = (qt—l,s,t—l,sct—l,s(m)
- Qt71,5+1,t71,50t71,5+1(m)
- Qt—l,s—l,t—l,sCt—l,s—l(m)

— qt—2,5-1,t-1,:Ct—2,5-1(Mm)) /Gt,s.t—1,s- (16)

Now, for a general value of, the recurrent calculation of the
coefficientsC, ; (1), t > 1 takes the form
for t>k

Ot,s (m) = <qt—1,s,t—l,sct—l,s (m)

- Qt—1,5+1,t—1,sCt—1,s+1(m)

k
- Z Qtl,sl,tl,sctl,sl(m)> /Qt,s,tl,s
=1
(17)

for t < k

Ct,s (m) = <qt—l,s,t—l,50t—l,s(m)

- Qt—1,5+1,t—1,sCt—1,s+1(m)
t—1

- Z QI,S—l,t—l,sCl,s—l(m)> /qt,s,t—l,s- (18)
=0

The recurrence calculation requiréyk - n*) operations

(1 <k < n).n+1 equilibrium equations are not used to
derive the recurrence, thus of them can be used togethelS

Using the recurrence on the coefficients, we can write (20)
as

n
E Jtn—t,t,n—t Ct,n—t (m)Wo,m

m=0
n t
m=0 |=max{0,t—(k—1)}
Qi (t41),tn—t Clin—(t41) (M) T0,m
1<t<n—-1

and rewrite the probability conservation equation as

n—t

1 n
Z Z Ci s (m)mo,m = 1.

s=0 m=0

n

t

Il
<

IV. CONSECUTIVE TRIALS

In this section, we analyze the performance of the system
when only one route is examined at a time, but upon failure,
additionalx attempts are made to reserve resources. Note that
by doing so, the arrival rate. that the system observes is
higher thanX, the arrival rate of requests from the outside.
We make the standard assumption [9, Sec. 3.1] that the time
period between consecutive retries is exponentially distributed
and the combined arrival process of new incoming request
and repeating requests is Poisson.

For simplicity, we assume that upon failure, the next route to
be selected for reservation is selected randomly, and that all the
n routes have the same probability to be selected, regardless
of the route previously checked. # is large enough, this
assumption does not introduced a large error. Even for small
values ofn, checking the same route again might be useful
as it may be free after an exponential time passed from the
previous attempt.

A. Infinite Retrials

We first analyze the case where retrials are performed until
uccess is achieved. If the arrival rateis larger thann,

with the probability conservation equation, in equation systel}iS System is unstable, and thus it is not a practical strategy

(19), to achieve the following: + 1 linear equation system,
whose solution complexity is lower thadi(n?)

Ttn—ttn—tTtn—t = qt n—(t+1),t,n—tTt,n—(t+1)

T G—1,n—(t41),t,n—tTt—1,n—(t+1)
1<t<n—-1

40,m,0,nT0,n = 40,n—1,0,n7T0,n—1

> ma=1 (19)

(t,5)

and is only brought as a reference to what can be achieved
in some conditions.
The effective arrival rate to such a system is given by

Ae = A Z Psuc'i'(]-_Psuc)iil :)\/Psuc- (21)

SubstitutingA. in (4) gives us the success probability per trial

Po=1- 2 (22)
n
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which is smaller than the success probability fo= 1 (4)
with one trial (as expected).

The system is stable whex, < nu. Ao is given by substi-
tuting P, from (22) in (21)

Apn A2
)‘e:)‘Psuc: =A .
/ wn— A +un—)\

Thus, stability is achieved foa < %nu. Of course, if the
system is stable, the probability for a connection to eventuall
capture bandwidth is one.

B. Two Trials Fig. 6. A Markov chain for a system with = 2, m = 3, andk = 2.

If the number of retrials is limited to one, the effective
arrival rate is

Ae = A+ A1 — Paye) = M2 — Payo)-
SubstitutingA. in (4) yields the equation
pP52uc - (7’L + 2p)Psuc +n=0

and its solution is given by

2
n n
Pae=1- <%> +1- % . (23) Fig. 7. A Markov chain for a system with = 2, m = 3, andk = 1.

. : V. GENERAL LINK CAPACITY
The throughput is thus given by ) _
To reduce the complexity of the analysis, we assume here

that the penalty for capturing more than a single route is
maximal, i.e.,;, = 6. We analyze a system with three routes
(n = 3) and letm, the link capacity, change. A continuous-

T = )‘ePsuc = )‘(2 - Psuc)Psuc-

C. Three Trials time Markov chain with(m + 1) states can be used to
If the number of retrials is limited to two, the effectivemodel the system. Since the Markov chain for= 3 is
arrival rate is quite complicated to depict, we show in Fig. 6 the case for

n =2 m =3, andk = 2, and in Fig. 7, the case for
n = 2, m = 3, andk = 1. Each state is represented by

2 2
Ae = AL+ (1= Faue) + (1= Paue)"] = AB = 3Paue + Fe)- the tuple tupléty, - - -, ,,), wheret; represents the number of
connections currently using route
SubstitutingA. in (4) yields the equation To write the infinitesimal transition rates between states we
use the following notations. Lét be the tuple tuplé; , ¢, t3),
PP —3pP2 + (n+3p)Payc —n =0 then'* represents a tuple where exactly one of the compo-

nents is greater by one from the corresponding component
of the tuplel’. '+ represents a tuple where exactly two of

and its solution is given b
g y the components are greater by one from the corresponding

,1/3 components of the tupl&€. I't*t* represents a tuple where
Poo—1_ 3 all three components are one larger than the onés. ikve
e VT (=973/2 4 \/3/An3 £ 2713)1/3 definel'~, T, andT" similarly, except that the components are
(=973/2 4 /3 /A + 2773)1/3 smaller by one. N
+ 1813 /r . (24) The infinitesimal transition rates between statesior 1
are
The throughput is thus given by
arr- =tip
T = )\e-Psuc it )\(3 - 3-Psuc + -PSQUC)‘PSU(‘,' arr+ = )\/3
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The infinitesimal transition rates between statesifer 2 are  where P, is calculated by (2), and/(1 — (1 — Psyc/k)*) is

G- =t a normalization factor that ensures tRgt"; (1 — Poyc/k)" -
T (Psuc/k) = 1.
qr.r++ = A3
qr,r+ =2X/3, if two components of are equal ton B. Successive Trial Reservation
gr,r+ =A/3,  if one component of' is equal tom. For successive reservation, we assume no delay between a
The infinitesimal transition rates between states/for 3 connection rejection and the next trial, which yields
are ) *
drr- =t Toue = m Z i TPoue(l = Poue)' ™
2L )\ - - suc i=1
qF,F+++ - . _ 1-— "5(1 - Psuc)KPsuc - (1 - Psuc)n 29
qrr+ =42, if two components of® are equal ton - Poc(1 = (1 = Pao)™) (29)

qrr++ =A, if one component of' is equal tom. where P, is calculated by (23) or (24).

For all casesgr r is calculated by summing the negation of

all the transition rates out of staté » _ VII. NUMERICAL RESULTS
We solve for the steady-state probabilities, as described ) i )
in Section IIl. For the case wheh= 1, P... is given by Throughout this section, we compare normalized through-
put, which is the throughput divided by the number of routes
Poue = Z T (t1,ta,t3) 7 /n. This way, the maximum throughput is always one,
f1te bt <m regardless of the system size. Recall tha /..
+ Z 2 Tt 00 We start with the case where each route can hold, at most,
for exactly one i,t;=m one connection, i.e., whem = 1. Fig. 8 and Tables llI-VI
+ Z % T ltr o ) (25) show the normalized throughput as a functiorpdbr 1./6 =
1,t2,t3,°

1. If retries are not permitted, single-path routing is always
below multi-path routing. The best throughput is achieved
for k = n/2 (the bolded number in each row is the max-

for exactly two values of ¢,t;=m

For the case whek = 2, F,,. is given by

Py = Z Tt st ts) imum throughput among the nonpersistent algorithms), but
for at most one i,t;=m o the differences are not major. When retries are permitted,
n Z 2 . (26) higher throughput is a_lchieved, and the number of allowed
3 Tttaots) reservation attempts increase the throughput increases, as
for exactly two values of ¢,t;=m .
o expected. Maximal penaltf. = 6) represents the case where
For the case whek = 3, Fsyc is given by short bursts are sent along best-effort routes, possibly using

27) on-the-fly reservation [1], [11].
When the penalty for using more than a single route

decreases, the throughput achieved by multi-path algorithms
) . . increases as the overhead of over-reservation decreases. Fig. 9
In this section, we assume that the duration of a reservatiggpicts the throughput when the penalty is 1/10. For this set of
request process along a single route is exponentially d'St“b”i%fameters, using multi-path routing that attempts to reserve
with meanr, regardless of whether it succeeds or fails. Thig,q paths(k = 2) yields the same throughput as using single-
time includes the propagation delay and the queueing delayF%fth routing with one retry. Multi-path routing with > 3

the control messages, and the processing delay of the requgsteves higher throughput than single-path reservation with

Psuc =1- T{m,m,m) -

VI. RESERVATION TIME ANALYSIS

in the switches. a single retry. The low-penalty case represents long bursts
) ) or short term connections that use three-way reservation [1].
A. Multi-Path Reservation If several paths are captured, the source selects only one to

Whenk multiple reservations are done in parallel, the timbe used for transmission and releases the reserved resources
until the first one terminates is/k as it is a competition from the rest of the routes.
betweenk exponential processes. The success probability forFor all the calculated parameteks= 1 always achieves the
each of the reservation processes is bounded belal hyk, lowest success probability when compared with other values
where P, is the overall reservation success probability aaf %, as can be clearly seen by the solid line that is always
computed in Section 1II-B. The expected time to successfulthie lowest in the presented graphs. Note that the valeel
reserve a route is thus bounded below by represents the classic case where reservation for a connection
is attempted along a single route, while the valdes- 1

7 phiuc T _ LBoue | Poue represent cases where reservation is attempted along several
kb k=1 ko) k routes.

1

T‘ill(‘,:
i 1—(1 = Pouc/k)*

P k=1 p Fig. 10 shows the expected time to successfully reserve a
+ 47 <1— Z‘“> Z‘“ (28) routeT.,. as a function of the arrival ratk for n = 9. Recall
that a single reservation attempt on a single route takes an
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Fig. 8. The throughput for the cases (a)—(d), maximal penalty, whete 4,5,6,7, m = 1, andu = 6.
TABLE 1l
THE THROUGHPUT FOR THECASE WHERE 2 = 6, m = 1, AND o = 8
P multi-path routing (x = 0) multi-trial (k = 1)
k=1 k=2 k=3 k=4 k=35 k=6 k=2 k=3
0.1 [ 0.0163934 | 0.0165988 | 0.0166255 | 0.0166227 | 0.0165913 | 0.0163934 || 0.016662 | 0.0166666
1 0.142857 | 0.153846 | 0.155515 | 0.154545 | 0.151515 | 0.142857 || 0.162278 | 0.165906
10 [ 0.625 0.673077 | 0.68 0.672269 | 0.654762 | 0.625 0.744031 | 0.803165
TABLE IV
THE THROUGHPUT FOR THECASE WHERE = 7, m = 1, AND o = 6
p multi-path routing (x = 0) multi-trial (k = 1)
k=1 [k=2 [k=3 k=4 k=5 k=6 k=7 K=2 k=3
0.1 || .0140845 | .0142434 | .0142641 | .0142664 | .0142602 | .0142364 | .0140845 || .0142828 | .0142857
1 125 134172 | .135836 | .135644 134409 | .131868 | .125 140055 | .142444
10 j§| .588235 [ .638402 | .648404 | .644824 633609 | .615672 | .588235 709481 | .771799
TABLE V
THE THROUGHPUT FOR THECASE WHERE = 8§, m = 1, AND o = 8
P multi-path routing {(« = 0) multi-trial
k=1 Jk=2 k=3 k=4 k=5 [k=6 k=7 k=8 k=2
0.1 §j .0123457 | .0124718 | .0124875 | .0124903 | .012489 | .0124836 | .0124656 | .0123457 || .012498
1 11111 | .118841 | .120347 | .120455 | .119901 | .118761 | .116667 | .111111 .123106
10 || .555556 | .606759 | .618846 | .618018 610525 | .59816 .580694 | .555556 677033

average of- time units. Since this average is not a function afeservation decreases the expected reservation time by more

the load, it translates to a horizontal lineYat= 1 in the figure. than 30% fork = 2, and by almost 50% fok = 3. Higher k&
Successive trial reservation is shown to increase the esalues further decrease the expected reservation time.

pected reservation time by up to 25% when one retry is The reason for the big increase in the expected reservation

permitted and by 75% when two retries are permitted. Notene when retries are used can be explained by looking at the

the the maximum plotted load is around one. Multi-patbuccess probability per attempt (Fig. 11). As the number of
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TABLE VI
THE THROUGHPUT FOR THECASE WHERE = 9, m = 1, AND & = 8
p multi-path routing (k = 0) multi-trial
k=1 k=2 k=3 [k=4 k=5 k=6 [k=7 [k=8 =2
0.1 || .010989 | .0110914 | .0111034 | .0111058 | .0111057 | .011104 | .0110997 | .0110859 | .0111097
1 1 106583 | .107901 | .10812 107877 | .107292 | .106308 | .104575 | .109772
10 [{ .526316 | .577819 | .591326 | .592441 | .587454 | .578447 | .565933 | .549313 | .646586
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Fig. 9. The throughput for the cases (a)—(d), peraltfiO, wheren = 4,5.6,7, m = 1, and6/u = 10.
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Fig. 10. Expected time in tau unit$y,. as a function of the load foi = 9
andm = 1.

Fig. 11.

The success probability per tridk,., as a function of the load

for n = 6 maximal penalty, andn = 1.

permitted retries increases, the actual loads of requests arriv

; o IL—n s. 14-16 show the success probability for a system with
to the system., increases and the success probability p%lgr routes formW— 1 2“ and 3pTwo };Ih)énomenaycan bV:
trial decreases. = 54 .

) ) ) observed from the figures. As the link capacity increases, the
Next we check the effect of increasing the capacity of th@jative performance of multi-path routing decreases. How-

paths. Figs. 12 and 13 show the success probability foreger, as the number of possible routes increases the relative
system with three routes for two cases:= 1 andm = 2. performance of multi-path routing increases. This implies that
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forn = 4 andm = 3.

for over-reservation is maximal, the throughput of multi-path
reservation is comparable with that achieved by a persistent
single-path reservation attempt. However, the expected con-
nection establishment time for multi-path routing is about half
the one for persistent reservation even under medium load
conditions. This makes multi-path reservation an attractive
solution for applications that require fast setup.

The analysis in this paper is restricted to disjoint routes.
This makes the analysis in particular conservative because it
maximizes the penalty for the excess reservation. In practice,
as demonstrated below, when routes share links, it reduces the
amount of excess reservation, and when routes share nodes,
the time excess reservation is held may decrease significantly.

In the following, we briefly describe some multi-path reser-
vation algorithms and show that this algorithm family takes
advantage of shared links and nodes, for which the analysis
represents a worst-case performance. In particular, the imple-
mentation of early bandwidth release at joint nodes reduces
the penalty for excess reservation, and the ability to have joint
links increases the flexibility in choosing a good collection of
routes.

The algorithms are based on a flooding algorithm that

Fig. 14. The success probability per tridt.., as a function of the load attempts to reserve bandwidth along several possible routes.

forn = 4 andm = 1.
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Generally, searching from a scratch for a route between
two nodes in the entire network is inefficient in terms of
communication cost and setup time. Thus, we assume that
a topology-update algorithm informs the nodes about the
(slow) changes in the network topology and about the cost
of the links. When a node wishes to establish a connection,
it searches for the best route in a subgraph of the network
that contains links that lead to the destination and that have a
“reasonable” cost. We call this restricted subgraptiraute

The selection of the diroute can be made by the source
node or, in a distributed manner, by the nodes of the graph
[2], [10]. To avoid reservation of resources in the entire

Fig. 15. The success probability per trid,.., as a function of the load diroute until the best route is chosen, the algorithms release

forn = 4 andm = 2.

resources from segments of the diroute as soon as they learn
that these segments are inferior to another segment where

the use of multi-path reservation is more attractive whdgservation was made. The implementation of éaigly release

resources are scarce and connectivity is high.

VIIl. ON MULTI-PATH RESERVATION IMPLEMENTATION

of bandwidth is possible since a node in the diroute that
receives two or more reservation messages from different links
can locally select the best one, and can locally decide to release
the bandwidth from the other incoming paths.

Overall, the results above serve as a motivation to reserveThree sub-families of algorithms are presented in [3], [10].
routes in parallel. Even in the worst case, when the penaltyFast algorithms where the reservation message travels to
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the destination as fast as possible, but the best possible rautde in the analysis, and thus the optimal valuekpthe
might not be the one selected. number of paths to try, may change in practice. However,
Slow algorithms where the reservation message travels temember that analysis is conservative in two main points:
the destination at the speed of the slowest path, but the seledtesd assumption that routes are disjoint, and the selection of
path is guaranteed to be the best in the diroute and the messaggimal penalty for the excess reservation.
complexity is linear in the number of diroute links.
Superfast algorithmswhere the reservation message from REFERENCES
the source to the Qestlnatlon and the positive aCknOWIedgmem P. E. Boyer and D. P. Trachier, “A reservation principle with applica-
from the destination to the source, both travel as fast as’ tions to the ATM traffic control,"Comput. Networks ISDN Systcol.
possible. Similar to the fast algorithms, the selected path might 24, pp. 321-334, 1992. o _ _ _
not be the best. The superfast algorithms use iniial mulicasf] | Son, . Rorm snd v, shaut, ‘uoluat fouing canbied
connections that are gradually pruned to a unicast connection. gngineering, Technion—Israel Inst. of Technology, Haifa, Israel, Rep.
The main thrust of the algorithms is to reach the destination 242, Apr. 1998. ] ] ] ] ]
with a feasible path (using a flooding-like approach), aIterinds] , “Multi-path routing combined with resource reservation,” in

i : e d i Proc. IEEE INFOCOM’'97 pp. 92-100.
the path if better alternatives are found in time, and releasing] ATM Forum, “Private network network interface (PNNI),” v1.0, spec-

superfluous reserved bandwidth as soon as it is identified. ifications, June 1996.
P . .. [5] R.J.Gibbens, F. P. Kelly, and P. B. Key, “Dynamic alternative routing,”
The forward flooding is implemented bycquest messages in Martha E. Steenstrup, EdRouting in Communications Networks

that carry the cost of the sub-route from the source to the node Englewood Cliffs, NJ: Prentice-Hall, 1995, pp. 13—47.

; ; ; ; ; ] R.-H. Hwang, J. F. Kurose, and D. Towsley, “On-call processing delay
they arrive at. This C°§t IS u.Sed by the mt_ermedlate n_Ode t@ in high speed networks,JEEE/ACM Trans. Networkingvol. 3, pp.
select the best current incoming sub-route if several exist, and g28_639 Dec. 1995.
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: . : o ) 3, pp. 319-378, 1991.
in made |_n a_llnk even if it is shgred by several sub-routes. [8] D. E. Knuth. The Art of Computer Programminepl. 1, 2nd ed., 1973.
A destination node that receives, at least, dRejuest  [9] R. Rom and M. Sidi,Multiple Access Protocols: Performance and
message starts the second stage of the algorithm by sending Analysis New York: Springer-Verlag, 1990. , ,
9 . 9 9 y 69 Y. Shavitt, Burst Control in High-Speed NetworkBh.D. dissertation,
an Accept message. _Th|5_messag? trayels backward along_ Elect. Eng. Dept., Technion—Israel Inst. of Technol., Haifa, Israel, June
reserved route and fixes its selection, i.e., a node that receives 1996.

; _ il1d] J. S. Turner, “Managing bandwidth in ATM networks with burtsy
an Accept message cannot change its sub-route selectibrt traffic,” IEEE Network vol. 6, pp. 50-58, Sept. 1992.

anymore. In the super-fast algorithm, there is an additiongb) L. zhang, S. Deering, D. Estrin, S. Shenker, and D. Zappala, “RSVP:

backward flooding message to signal the source that a route A new resource ReSerVation protocolZEE Network Mag.vol. 7, pp.
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route. All of them use the early-release mechanism to release

redundant resources (bandwidth) as soon as possible. We

expect this work to trigger future development of multi-path

reservation algorithms.

IX. CONCLUDING REMARKS

This paper analyzes the performance of multi-path routinges
algorithms that reserve resources along the paths conside 4
for routing. The analysis is based on the Poisson moc
which is no longer used for packet-level analysis, but is st
considered a good estimation of the burst (or session) le)
analysis presented in this paper. Also unlike packet generat . he joined the IBM T.J. Watson Research Center,
where anoN-oFF model is considered a common extensio FT 5 Yorktown Heights, NY, where he was a Research
to the Poisson, there is no general consensus on alternag -+ ;< . Staff Member and Manager of the Network Archi-
burst I fi if it is r ired. T v tectures and Algorithms Group, involved in various
; ursty CQ gene'_’a lon processe_s oreven | ] S _equ ed. I_'Héadband networking projects such as the Paris/Planet Gigabit networking
is a very interesting open question. Note that in this abstractiestbeds, the Metaring/Orbit Gigabit LAN, and the IBM BroadBand Net-
Ievel, the Independence assumptlon is also a good estlmatm?f.klng architecture. Dul’lng 1994-1995, he was with Sun MiCI‘OSyStemS

Th | dh h h fth . abs, Mountain View, CA, as Manager of high-speed networking, founding

€ resu ts present.e .ere S. ow that most of the gain Flous ATM projects including Openet—an open and efficient ATM network
to multi-path reservation is achieved when one or two pathentrol platform. Since 1990, he has been with the Department of Electrical
are searched in addition to the traditional one path. This feﬁﬂgineering,the Technion. His research interests include network architecture,
¢ th ith oth tical id fi il t likel distributed network application and algorithms, and mobile networks.
993 er W'_ Other practica CO'_“S| eraton W'_ mos '_ €Y Dr. cidon was a Founding Editor of the IEEE/ACMRANSACTIONS ON
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from using more than two or three routes in parallel. Anothdég Network Algorithms for the IEEE RANSACTIONS ON COMMUNICATION and

id . . . | f hs i lel is th fétGuest Editor foAlgorithmica In 1989 and 1993, he received the IBM
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networks behavior may deviate from some of the assumptiai topology update algorithms, respectively.

= Israel Cidon (M'85-SM’'90) received the B.Sc.
" (summa cum laudeand D.Sc. degrees from the
Technion-Israel Institute of Technology, Haifa, Is-
rael, in 1980 and 1984, respectively, both in elec-
trical engineering.
From 1984 to 1985, he was with the Electrical
Engineering Department, the Technion. In 1985,




896 IEEE/ACM TRANSACTIONS ON NETWORKING, VOL. 7, NO. 6, DECEMBER 1999

Raphael Rom (M'78-SM'92) received the B.Sc.
and M.Sc. degrees in electrical engineering fron
the Technion—Israel Institute of Technology, Haifa,
Israel, and the Ph.D. degree in computer scienc
from the University of Utah, Salt Lake City.

He was a Senior Researcher for SRI Internationa
/ Menlo Park, CA, before joining the Faculty of
T N Electrical Engineering, the Technion. Since 1989
“/ v he has also been with Sun Microsystems Labs

Yuval Shavitt (S'92-M’96) received the B.Sc. de-
gree in computer engineeringum laudg, the M.Sc.
degree in electrical engineering, and the D.Sc. de-
gree from the Technion—Israel Institute of Tech-
nology, Haifa, Israel, in 1986, 1992, and 1996,
respectively.

From 1986 to 1991, he served in the Israel
Defense Forces as a System Engineer and then as a
Software Engineering Team Leader. He spent the
Mountain View, CA, where he led and managed summer of 1992 as student at IBM T.J. Watson
the high-speed networking group, and is engageu Research Center, Yorktown Heights, NY. He spent a
in modeling and analysis of communication networks. In addition, he hejear as a post-doctoral Fellow at the Department of Computer Science, Johns
visiting positions with IBM T.J. Watson Research Center, Yorktown Height$jopkins University, Baltimore, MD. Since 1997, he has been a Member of
NY, and Stanford University, Stanford, CA. He is the co-author of the bookechnical Staff in the Network & Service Management Research Department
Multiple Access Protocols: Performance and Analy@iew York: Springer- of Bell Labs, Lucent Technologies, Holmdel, NJ. His recent research focuses
Verlag, 1990). His areas of interest are algorithms for, and performanoe active networks and their use in network management, QoS routing and
analysis of, data communication and wireless networks, and the designpaftitioning, and location problems.
general data communication systems.

s




