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Abstract. This paper introduces a novel approach, called Mobilizer, of operating synchronous communication protocols in cellular mobile environment.
First, we present a distributed protocol, called Mobile Propagation of Information (MPI), for broadcasting information in mobile environment. The

we present the Mobile Propagation of Information with Feedback (MPIF) protocol, which can be used to implement the Mobilizer approach, i.e., enable
broadcast-based synchronous protocols run over distributed networks with mobile users. We prove the correctness of the protocols and show that the
additional message complexity overhead, induced due to the Mobilizer, is linear with the number of users’ movements.
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1. Introduction propagated by the source. Owning such an ability, a source
. o o may use it to determine whether to move to the next phase
One of the important tasks applied in a communication neft some more general protocol it is running, and hence, syn-
work is enabling the broadcast of information within th@ponize between distributed processes. The basic protocol
network components, generally referred to as nodes or §{@ying such a feature is the PIF — propagation of informa-
tions [6]. The term broadcast is used to describe the 0p§f, \yith feedback [5]. This distributed protocol is based on
ation of propagating a piece of information, termed meggq p| yith the following extension: after a station receives
sage, from SOme source compongnt to all other connecte opy of the propagated message from each of its immedi-
co_mponents in the network [6]. This message may be_ tra_%ﬁé neighbors it sends the message to the station it received
mitted by the nodes to each other through communicatigny . tor the first time. When the source station gets the

links, which induce some delay uponiits propagation [5]. Tq%essage back from its own immediate neighbors, it is guar-

com_mumcanon network can be abstractly des_c ribed by Mteed that all stations have received the message, and the
undirected graph, where nodes represent stations, and Vel col then terminates
tices represent communication links connecting the stations. '

) “Developing this protocol made it possible to move an-
Any task, that is needed to be performed by the network St0 her important step forward in the field of distributed com-

tions, should be translated into an algorithm to be carrie | nication protocols. When having some useful orotocol
out by one or more of the stations. As the graph gets big- i P ' ) g some P
perating over a synchronized communication network, one

ger, and links’ delay gets larger and unknown, some sy ; . _— .
chronization mechanism must be deployed, since the coffj2y wantto implement it over a distributed a-synchronized

munication processors are located in remote sites Thehgtwork, as described earlier. It can be most efficient if there
fore, a distributed communication protocol must be opeWOUIOI be a unified way to convertsuch a synchronized proto-

ated at the nodes, to enable performing the required al )| to a distributed uns_ynchronized one. W(_a might also want
rithm. he message complexity overhead to remain low.

Such a distributed protocol, developed for broadcasting A Protocol combining these features is the Synchro-
messages along distributed communication networks, is thger [2]. Itis based on the PIF, running over some of the
Pl — Propagation of Information protocol, described in [5f?€twork graph edges. In this paper [2], some variations of
Its purpose is to enable some station to initiate a propadhls Synchronizer protocol are described, each having its ad-
tion of a message, to be received eventually by all connecté@Ntages and disadvantages, regarding message complexity
stations. It is based on the simple fact, that if every statigid run time. Basically, the Synchronizer is a distributed
will send this message to its immediate neighbors, as soori?8tocol, which can be combined with any other synchro-
it receives it for the first time, then eventually all connecte@ous protocol, enabling its operation efficiently over a dis-
stations will receive it. This protocol is considered to be orféibuted communication network.
of the basics of distributed protocols. Itis also used as an un-As communication stations became smaller in their phys-
derlying protocol, which with various additional parts conical dimension, the need for supporting their mobility has
structs series of other distributed protocols, such as leag#nerged. Still, it is desired to keep them connected to the
election and topology updates protocols. network even while they are moving. A solution for this

An important feature for a broadcast protocol is for thproblem was the cellular communication system, which con-
source station to receive a feedback indication, guaranteesigts of base stations communicating through a static net-
that all connected stations have already received the messagek (referred to as the backbone), and mobile users com-
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municating with the stations through some wireless cha®- The model
nels [3].

With the increase in the number of users, still having tHeonsider a cellular wireless system withcells andP mo-
limitations of available radio frequency bandwidth, the cellBile users. Each of the cells is controlled by a unique sta-
became smaller. Thus, the movements between cells, fignary node called Base Station (termed shortly station).
ferred to as handoff procedures, had become more rap‘ﬁyations communicate with each other through a static com-
Now, a protocol designed for such an environment mu8tunication network, termed the .base n_etwork. Mobile users
take these facts into account, and handle rapid movemetifimed shortly users) communicate via a wireless channel
of users. Indeed, protocols were developed, especially f@ﬂth one_ of the stations ‘f"t atime. The user_s cannot commu-
the cellular communication environments, each supportin ipate with eac_h oth_er directly. This model is very much the
specific function to be executed at the network [1-4]. ame as described in [3].

Our purpose is to design a distributed protocol, which ¢ .
be compbin?ed with any g?ven protocol, vE/)here the last wzis?l' Base stations

designed originally_for synchronized static communicatiophe static network model is a standard fixed point-to-point
network. The comblneq protopol then can be executed OV&Smmunication network. The base network is described by
cellular network, containing highly mobile users. Therefore, .,nected undirected graph= (V, E), where the ver-
we call it the Mobilizer — mobilizing protocols over cellularijces of the graph represent the statiofis| = N) and the
networks. edges represent bidirectional communication channels be-
We introduce here the first step towards this desired Mgyeen them. A station may communicate directly only with
bilizer. Our goal is to develop a protocol that can mobilgs neighbors, and messages to non-neighboring vertices are
any given PIF based protocol, designed originally to opegent along some path connecting them in the graph. The
ate over static synchronous network. Also, we would liksase network is assumed to be reliable, i.e., a message sent
to have the overhead message complexity as low as possiea communication link will eventually be received cor-
when combining this mobilizer with the static protocol, seectly after some finite time. We denote the base stations
the combined protocol will remain efficient as the originadsB;, i =1,..., N.
static one.
First, we introduce a protocol, called Mobile Pl (MPI)2.2. Mobile users
which accomplishes the same task as PI did, but over a mo-
bile environment, i.e., enables a broadcast of series of mé&e mobile users’ model is based on a cellular wireless mo-
sages to mobile users. The MPI, like the PI, guarantees tRi¢ stations model. A user, denoted b, k =1,..., P,
all active users will eventually receive the series of messaded be in one of the following states:

at a FIFO order. Naturally, some additional message com- Communicating directly with some statid® through
plexity is expected due to supporting users’ movements. We 3 unique wireless channel between them. In this state,
show that MPI message complexity is bigger only by rela- 7, is assumed to be connected wigh through logical
tively small addition compared to the static PI. This com- pijdirectional edge, i.e., any message sent between them
plexity addition is a linear function of the number of the will eventually reach its destination correctly after some
users’ movements, each movement adding only a constanfinite time, unless\; moves to another cell.
number of messages. We also show that MPI converges to . .
Pl when no handoff procedures are being performed duri%g .Performlng_hand(.)ff propedure frof; to Bf l.e., chang-
. ing the station with whichM; communicates, fronB;

the propagation of the message. 0B,

Then, we introduce a second protocol, called Mobile PIF a
(MPIF), which like the PIF, gives the source station the fee®. Disconnected, having no connection with any of the sta-
back indication, after all users have received the broadcastedions.

message. The MPIF message complexity is also bigger thanEach of the users possesses non-volatile memory which

the static PIF one only bY a linear addition. This protocq{olds its unique identificatiomy,, its current station identifi-
also converges to the static one when users do not move fionB; that it is communicating with, and the last message

ing the broadcast. Since one can combine the MPIF Wifloniification number it received from some station.
any other static synchronous protocol at will, we developed

a mobilizer for PIF based protocols, with low message co-3 Handoff model
plexity overhead.

The rest of this paper is organized as follows. The negur handoff procedure model is a practical one. The cells’
section contains precise definitions of the model and thgnges overlap partially. Thus, consider soMg, which
problem. In section 3 we give an overview of the MPI protdis communicating with statioB;. When M, reaches the
col, its pseudo code and properties. In section 4 we descrlimrder of theB;’s cell it enters someB;’s cell, M, detects
the MPIF protocol and its properties. Bj’s transmission and decides at some time to change its
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communication channel t8; instead ofB;. At that mo- preventsuch cases and guarantee that broadcast messages ar-
ment it sends a messaBetect My, B;, B;) to B, indicat- rive at every mobile user. At first we ignore users which are
ing intention of M; to communicate withB;. This mes- disconnected or become disconnected while the broadcast is
sage includes, besides #f;y and B;’s identifications, the being propagated. It is naturally assumed that these users
identification of the last statio®; that A; communicated do not intend to be part of the network at that time, and thus,
with. B; detects the existence af; at some time, by re- they are not guaranteed to receive the broadcasted messages.
ceiving theDetectmessage, then it sendsJain(Mg, B;) Itis assumed that only a station might initiate a broadcast.
message tav;. This message instructs the user to regist a user wishes to initiate such a broadcast it can instruct its
ter B; as its new base station}/; receives this messagecurrent station to do so.
and replies taB; with ConnectMy, B;, 1, S), indicating the
last message numbegroriginated byS that it received cor-
rectly. Then, B; sendsB; a Free(B;, B;, M) message,
meaningB; takes responsibility foM;, from now on. This
last message is implemented only in cases where a fe
back for reception is needed by the souscée., in Mobile
PIF.

Two stations are termed handoff adjacent cells if a usar2-1- Notations , S _
can perform a handoff procedure between them. At first w& Mk, mobile user, uniquely identified in the entire net-
will not assume any relation between the graph topology and WOrk-
the physical layout of the stations, i.e., neighboring statione B;, base station unique identifier.

are not necessarily handoff adjacent, and vice versa. e S, base station that is the source of the broadcasted mes-
sage.

. dlS, message numbdr [ = 1,2, ..., originated by

. : . .. source statiors.
Users can move very fast in mobile environments, especially

when cells cover small ranges. We would like to enable usefs O 5:» the set of all stations which are neighborsBef

in our model to move as fast as they like, so we do not upper

bound the rate of handoff procedures a user can perform. We

do not even assume that a user completes its last handoff ppc-2- Messages _
cedurebeforeis starts a new one, i.e., when a station send MSY(), data messagésent between two stations.

a Join message to a user when detecting it entering its ce#, Msg(d, B;), data message received from neighbor sta-
the user can move quicklyeforereceiving this message and  tion B;.

be detected by a_mpther s.ta.tion. This, natqra_tlly, makes Ol Trang(B;, My, d}°), data messag#’ which B; sendsMy.
model more realistic, but it induces more difficulties in de- |f 37, = All thend is addressed to all locally connected
veloping an algorithm under such assumptions. users.

3.2. Definitions

Iégg us define now the notations, messages and data structures
used by the protocol.

2.4. Mobility assumption

e DetectMy, B;, B;), information, transmitted by a user,
3. Mobile PI (MPI) and received by a new station detecting the user entering
' its cell. This message represents the act of detecting the
Pl is a distributed algorithm enabling a single vertex to USEr-Mi andB; are the user and the new station identifi-

broadcast messages over the network to all other vertices.cation correspondingly, anBl; is the last station the user
After the source vertex had transmitted the message to itsCOmMmunicated with.

immediate neighbors it is ensured that after a finite time ine Join(My, B;), messagé; sendsM; when it detects it at
terval the message will be propagated and received by all first at its cell.

other vertices in the connected network. We recall that thg connecta,, B;. 1, ), a reply forJoin(M;, B;) that M;

source node does not have any indicatigmenthis event sendsB;, indicating that the last messagé. received
occurs. correctly from a station ig}.

3.1. Problem description 3.2.3. Data structures

] . e Laststationy,, M internal memory register holds sta-
The primary goal is to perform the PI protocol over the sta- {jon igentification from which the lasioin message re-
tions and users. When Pl is performed over a network con- caived.

taining mobile users, the mobility must be taken in account.
A user can move from a cell that its station has not received ; -
the broadcasted message yet to a cell that its station alread)}he last message received, originatedsby
broadcasted the message to its users, and thus, will not ey, , M internal register holds identification number of
ceive the message. The goal is to develop a protocol that will the last message received, originatedsby

h%i, B; internal register holds identification number of
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3.3. Problem definition it transmits the newer messagesif. In this way, it is
guaranteed that users in movement will not miss messages
Let us first introduce some definitions to help us define ttédready broadcasted in the cell they perform a handoff pro-

problem more formally. cedure to.

Itis assumed thaf wants to send series of messages with
Definition 1. A userM; hascompleted a handoff procedureserial numbers as identification,= 1,2,.... Itis also
with a stationB; att = 11 if: needed to guarantee that users receive these messages in the

sameorder they are sent (FIFO order).
Let us recall that our major goal is to construct a pro-
e ifats = 1o stationB; has messages for uséfiy, thenM;  tocol that can enable a distributed algorithm, designed for
received these messages befoter, > 1. static network, to be executed over a mobile users environ-
ment. Thus, after developing the MPI protocolitis needed to
Definition 2. A user My is eventually connected after timecombine the original algorithm with the MPI. This is done,
to if there exists some > 7o such thatM; has completed a naturally, by inserting the algorithm’s messages into the data
handoff procedure with some statiorrat field d of the MPI messagedsg(d).

e B; received &Connectmessage fronM; att = 1p, and

We denote by the source station that initiates the broad-
cast. We denote b¥iast the time upper bound it takes a3'5' MP1 —The protocol
message to be propagated frghio the last station to re- .
ceive the message. We denotespyhe timesS started the L€tus now describe the protocol more formally.
propagation oﬂ\/lsg(dls). We shall now define the subset )
of ACTIVE users that are guaranteed to receive the pro&f-l- Assumption
agated message. Formally, ACTIVE — the subset of use ,fore entering the protocol we assume the following:
each has its owm, 2 > 1 + Tasy such that this user
has completed its handoff procedure with some station at /3, = 0, A3, = 0 atall users and stations.
t = tp. Intuitively, if a user moves too fast within the net- ¢ At 7g S receivesStart from the outer world.
work cells without completing a single handshake with one
of the stations, then it cannot be guaranteed to receive #6.2. Algorithm running at statioB;

message. For Starg or Msg(d?):
Let us now define the problem more formally. Supp8se if (x5, < [) then
. . B;
initiates a broadcast of a series of messa@es =12,..., hf; -7
each at time; (11 < t» < ---) to all users. It is needed to sendMsg(d,S) toall B, € Gg;,

guarantee that all users in the ACTIVE subset will eventually

. sendTrang B;, All, d°).
receive the messagisg(d;). <B; P

ForDetectMy, B;, Bj):

sendJoin(My, B;).
3.4. MPI — An informal description For ConnectM;, B;, 1, S):

while (I < h3) do

We will now describe a new protocol, which we call Mobile  Trang B;, M;, ),
PI (MPI), that solves the problem described above. MPlis ; —; 4 1.
based on PI so that in the static network (the backbone) MPI
is evolving the same. At timeg S sendsd,s to its imme- 353 Algorithm running at usev/;
diate station neighbors and transmits it to users CO””eCmTrans(Bi, M., dls) or Trang B;, All, dls):
to it. When B; receivesd; for the first time it forwards it if (hS =1—1)then
to its other neighbor stations, and broadcasts it to all users Mi
currently connected to it. Other copiesdf received later
by B; are ignored.

acceptd?’,
hag, = 1.

. . L ., ForJoin(My, B;):
When a useM;, recelves:lf for the first time it accepts it send(gor];r’letl:sz B; h/Sw )
9 9 k 1

. . . I . . . . . S
and copies its identificatiohinto its internal variablé:, . Laststation;, = B:.

Other copies oﬂls received byM; are ignored. If needed:
When M enters a new cell managed By, andB; de-

tects M, as described in the model beforB; sendsM;

a Join message instructing it to communicate the network

throughB; from now on. M responds by &onnectmes- 3.6. Properties of MPI protocol

sage, informingB; with the identification of the last mes-

sagai,s M; received from the network. [B; already broad- The properties of the protocol appear in the following theo-

castedS messages with identifications greater thiathen rems, whose proofs appear in the appendix.

sendDetect My, B;, Laststationy, ) to local stations;.
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3.6.1. Correctness relevant. Let us denote this interval BYL. It can be also
Theorem 1. Supposes sendsl\/lsg(dls) at timey, then: assumed that TL is determined by the sourcg and it is
measured from the time the message broadcast was initiated.
If the broadcast ozfils starts at = 7, then it is assumed that
attr =4+ TTL d,S is no longer relevant and if som@
has not received it yet, then it is not needed to send it this
(2) if My e ACTIVE then M; will eventually receive message. Therefore, each of the stations will eliminate these
Msg(dgs)- messages at ifETL from their memory. Let us denote i
the time it takesll to leaveS and reach the last station in the
Theorem 2. Let M be a user receiving messages sent byrtwork. Observe that ifTL < Ts then thed’ might not
source statior$, then: reach some connected users, so, it reqU|res'I‘tﬁIat> Ts.
(1) supposeM; receives messagt’ before receiving mes-  We mention that such a solution, based upon Time To
sageds, thenl < m; Live, is similarly implemented within the well known Inter-
net Protocol (IP).
(2) userMy receives messa@é in the fastest way possible,
under the assumptions of the model described above.3.7 2. Disconnected users — Decentralized approach
Let us assume that different stations have different mem-

(1) there exists some finite time intervél so thatall base
stationsB; have already receivelbllsg(dls) beforer =
n+ 1,

3.6.2. Message complexity _ory size, in this case we may want to let the station store
Let us denote by, the number of handoff procedures beingnessages up to its memory capacity. If we allow multiple
held at € [#, 4 + T;] by users in the network. sources broadcast then another problem may arise, now each

station must decide which of the messages it discards in case
Theorem 3. For a broadcast of the single messaljethe of congestion. Considering the fact that sources can be in
upper bound for message complexity of MPI protocol igifferent distances from the station, FIFO based policy for
2|1E|+ P +4Z. discarding messages may not be the one that comply with

the life time policy mentioned above.
Reduction 1. When no handoff procedures are being held We assume that a combination of these two approaches is
att € [#,4 + T7] (i.e., Z = 0), the message complexitya viable solution for the disconnected users problem.
converges to the static Pl protocol complexity, i.¢E 2+ P.
3.7. Disconnected users — Proposals 4. Mobile PIF (MPIF)

An important property for a broadcast protocol is the source
The given MPI protocol does not support disconnecteghility to know whether and when all broadcast targets have
users, i.e., if some/, was disconnected at some time inreceived the message correctly. This is not one of the Pl
terval[r1, 221 N 1, 1 + T1] 7'5 ¢, then itis not guaranteed thatprotocol's properties. Thus, a natural expansion is the PIF
My will receive messagé;’. This problem may be realistic (Propagation of Information with Feedback) protocol, where
in wireless communication. It can be observed ea.S||y thattﬁe source getS an indication after the broadcast is com-
we allow disconnected users to participate in this protocgleted. We would like to have the similar expansion for the
then it is required to have the broadcasted messages toi®| protocol, i.e., implement a distributed broadcast pro-
stored at some point(s) of the network. We can show thatigcol for mobile users environment, where the source gets

the worst case, when messages are broadcasted rapidly igfftation after all users have received its message.
users are being disconnected for infinite time period then un-

bounded memory space is required at the network to stor@ . problem description

these messages in case some disconnected user will recon-

nect and acquire them. Even if users are not disconneci#fith the users model described earlier, we would like to de-

from the network for too long, stations which rapidly generelop a protocol, applied to the users and stations, where the

ate messages may cause congestion in the network. broadcast source is informed after all users receive its mes-
Itis also reasonable to assume that in many applicatiosage. As mentioned before, broadcasting to users is a more

when some disconnected user is reconnected, it will not beficult task than broadcasting to stations, since a user might

needed to send #ll the messages it missed. One can hgerform a handoff to station which already transmitted the

satisfied with sending isomeof the last messages broadmessage. Applying PIF on users is even more difficult task

casted at the network, thus, decreasing the need for memasywill be explained.

space at the network. We introduce a method to deal with The main principle of PIF consists of the fact that every

this problem. node marks its first neighbor it gets the message from, as
its parent node. When receiving the message or an ac-
3.7.1. Disconnected users — Centralized approach knowledgement from all its other neighbors, the node ac-

It is assumed that each of the broadcasted messages halsnitsviedges back to its parent (acknowledging is done by
own lifetime, i.e., the finite time interval in which it is still simply sending the same message back to the parent node).
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When the source node gets acknowledgement from each ofAcinstgi, list of users’ identifications which already re-
its neighbors then the source can be sure its message arriveturned an acknowledgement B;, for current broadcast
all the other nodes on its connected network, and thus, PIF of source statior§. This list is also stored aB;, and
terminates. changes dynamically.

This main principle can not be applied directly for mo-, Parent; , B;'s internal variable, holds the parent station

bile users. A problem may arise .WhM" performs a hand- identification, from whichB; receiveddls for the first
off from B; which has not transmitted the message ye& to time

which already did. This is even more difficult wh@&j had ] ] o ]

also returned an acknowledgement to its parent station. We'—aStSta“Of%k- the identification of the last statiofi;,

would like to ensure that the sourSegets the termination ~ Which M, was connected to, before it connectedBo

indication only after the last user has received the message,This information is stored aB; in order to removeM;

even those who perform handoff procedure while the broad- from B;’s Connlist It is kept for each use#/; detected

cast is being done. It is also desirable to keep the message®y Bi, until it receives &reemessage for that user.

complexity low, and if there are no users performing handoff

procedures while the broadcast is held, then the complexfy2-3. Definitions

should match that of the ordinary static PIF. A generalization and redefinition of a former definition, to
The previous problem of disconnected users still existee used for the MPIF protocol, is:

as in the MPI case, but now it becomes more critical. If

a user leaves the ACTIVE subset within the time MPIF iBefinition 3. We now say that a use¥;, hascompleted a

being propagated (i.e., disconnects or moves rapidly forevleandoff proceduravith a stationB; ats = r; if:

so it never completes its last handoff procedure), then the .

protocol can never be terminated since that user will never B; received aConnectmessage from; at some = fo,

return an acknowledgement for the message. To solve thisand

problem, an additional assumption about our model must ks if at 7 = 7o stationB; has messages for uskf, thenMy

made. We assume that all active users, at the time the MPIFreceived these messages at 1, > 7o, and sent back

was initiated, are in the ACTIVE subset, and we allow a anAckmessage for each of these messages, which were

user to disconnect onlgfter it sends a proper message to received byB; atr = 12 > 1.

the last station detected it. In cases where this assumption

is not so practical, some kind of time-out mechanism mu4t3. Problem definition

be applied at the stations. The reason for this is that the base

network can not distinguish between a disconnected user dred us now define the problem more formally. DenoteSby

a user that delays its acknowledgement because of high eaatation that initiates a broadcast of a mess&gat timey,

rate in the transmission media. Naturally, a disconnectéalall users in ACTIVE subset. It is needed to ensure that

user can not be detected by any of the stations, and mtistre exists some finité”,ac", so that at time; + Tla"k, S

not be accounted as a target for the broadcast, otherwise gleés back an indication meaning all users in the sufdggt|

sourceS might wait forever for its feedback. My € ACTIVE, Vvt € [, + Tlac"]} already received the

message;’ .
4.2. Definitions

. 4.4, MPIF — An informal description
Let us redefine some of the messages and data structures,

and define some additional ones, to be used in the MRI¥% shall now describe a protocol, which we call Mobile PIF
protocol. (MPIF), to solve this problem. This protocol is based on MPI
with the extension of handling acknowledgement messages.
As far as the backbone network is concerned, the protocol is
similar to the ordinary PIF for fixed networks, i.e., each of
the stations marks its first neighbor it gets the message from
o Free(B;, B;, My), amessag®; sendsB;, instructingB;  as its parent in a virtual broadcast tree. When receiving an
to removeM; from its connected list. acknowledgement or another copy of the message itself from
e DisconnectMy, B;), a messageéM; sends the current all the rest of its neighbors, it sends back an acknowledge-
station it is found in its region, indicating thaf, dis- ment to its parent node. When the source nSdeceives
connects from the network, and that the last station it ren acknowledgement from all its immediate neighbors the

4.2.1. Messages
o Ack(Bj, My, 1, S), acknowledgement for a messa@,\%
that M, sendsB;, after receiving the message from it.

ceived aJoin message from waB; . protocol terminates. But, what about the users?
When a station receives the messages at first, it broad-
4.2.2. Data structures casts it to all users connected to it, each of which must re-

e Connlists;, list of users identifications connected curspond with an acknowledgement. The problem of users per-
rently to B;. This list is stored aB;, and changes dy- forming handoff withinz € [z, ; + T;] is solved in the fol-
namically. lowing manner. Considedf; performing handoff froms;
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to B;. There are four possible cases regarding the state ofLaststatior%" = Null, YM; € Connlistg,,
the broadcast off’ at the timeM; performs this handoff Laststation;, = B;, YM; e Connlists, .

procedure: ) o
It is also assumed that the source statfomay initiate

1. B; transmittedd;, but B; did not transmitted it yet. the propagation of the messagdg just after receiving the

s
2. NeitherB; nor B; transmitted?;. complete feedback faf;”;.

3. BothB; andB; already transmittedf. 4.5.2. Algorithm running at statioB;
) g . When the main message of the MPIF is received, if it is the
4. B; did not transmit/; but B; already did. first time, update local variables and send it to the immedi-

From the above, the fourth case can be the most proble‘?ﬁ@ neighbors, and transmit it the all users in the cell. If all
atic one, since in the worst cag® may already returned neighbor; returned it, forward it back to the first station you
an acknowledgement to its parent node, and aferdis- received it from.

connectedB;, the last could transmwls, get back all the
acknowledgements needed from the rest of the users, an
turned an acknowledgement itself to its parent. Thus, the

dFrgr_Start(dlB", B;) or Msg(d}, B)):
Acklisty = Acklisty U {B;},

sourceS might have the indicatiobefore My receivedd?, if (hﬁ,- <) then
violating the desired property. hﬂi =1,
To avoid this kind of scenario the following is done: Parent;_ = Bj,
when M, gets the messagin(My, B;) from B; — mes- sendMsgd?’, B;) to all B, € G,
sage sent whe; was detected as enterigy’s cell — it sendTrang B;, All, dlS) to all users inB;’s cell,

replies withConnect{My, B;,! — 1, S). Now, if B; already if (Connlists, UG, C Acklist;) then
did broadcast’, it sends this message t#; and waits sendMsg(d’, B;) to paren%_’,
for an acknowledgement. When it receivel, sends the Acklist. = ¢ . ’
Free(B;, B;, M) message tdB;, the last stationV/; was Bi
connected to, meaning; is responsible fonf, from now  \when a user is detected, and it is for the first time, send it a
on. WhenB,; receives this message it should rema¥e  join message:
from its connected list, and continue with MPIF protocol
regardless M. This is how we always keep some statiofror Detect My, B, B;):
acknowledgement delayed, uni; acknowledges it back Laststatiorﬁf" = Bj,
itself. _ if (Mx ¢ Connlists,) then

Finally, it can be shown thaf gets back acknowledge- sendJoin(M;, B;) to M,.
ment from each of its immediate neighbors only after all

users have received the broadcast, even those which mgv@e user repliedioin with Connect add its identification
during the broadcast propagation. to Connlist If the user had already received the currently
If a userM; is about to disconnect from the network themyropagated message, inform its last station to remove it from

it sends the messad@isconnectM, B;), whereB,; is the jts Connlist Otherwise, send the message to the user:
last stationM; received aloin message from. IB; is the

station receiving this message then it remodgsfrom its  For ConnectMy, B;, 1, S):
Connlist Otherwise, the receiving statidB; sends &ree Connlistz, = Connlists; U {My},
message taB;, instructing it to remove the user from its jf (/ >=h§.) then

Connlist Acklist, = Acklist; U {My},
This protocol manages a broadcast of a series of messages (Last'statio@”( ;A'Null) then

identified byl = 1, 2, .. .. However, as the source waits for o

feedback fou beforeinitiating the broadcast af,;, one sendFree(B;, B;, My) to Laststatior}*,

can omit the message sequential numbeithout loosing Laststanr%k = Null,

any off the protocol properties. Here we decided to keep thisif (I < hf;i) then

identifier for convenience. sendTrang B;, My, dlSJrl) to M.

4.5. MPIF — The protocol When a user wants to disconnect, remove it fréonnlist
and check if it was the last user that did not receive the

4.5.1. Assumptions currently propagated message. If so, return back acknowl-

In addition to the assumptions at the beginning of MPI pr@dgement. If this user is still registered in another station’s

tocol, just before entering MPIF protocol: Connlist then inform that station, so it will be removed:

o Acklist; =, For DisconneotMy, B;):

e Connlists; holds users’ identifications connectedBg if (M € Connlisiz,) then
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Connlistz; = Connlistz; \ {My}, Once in a while, or by any other trigger, seDdtectmes-

if (Connlistg, U Gp, < Acklistfgi) then sage, to notify the near stations of your existence in their
sendMsg(d}’) to Parent; , cell:
Acklisty = 9,

it (B: + B;) then sendDetect My, B;, Laststationy, ) to local stationB;.

sendFre&(B;, B, My) to Bj,
if (Laststatiorg:’f = Null) then

sendFree(B; , Laststatior}", Mj) to Laststatior}*, The properties of the MPIF protocol appear in the following
Laststatior%k = Null. theorems.

4.6. Properties of MPIF protocol

When another station sendB@emessage, remove this usey.6.1. Correctness

from Connlist and check whether or not this removal justiTheorem 4. SupposeS initiates a propagation dﬂsg(dls)
fies returning an acknowledgement. If this user is known t& timey;, then

be registered in another station, forward thiee message

to that station: 1) therle exists some finite time _intervHI so thatall base
stationsB; have already recelveMsg(dlS) beforer =
For Free(B;, Bi, My): n+T1i,

if (My € Connlistg,) then

Connlists, = Connlists, \ (M), (2) if My e ACTIVE then M; will eventually receive

s
if (Connlists, U Gp, Acklistf;i) then Msg(d),
sendMsg(d;’) to Parent; , (3) M receives messag# in the fastest way possible, un-
Acklist; =, der the assumptions of the model described above,
if (Laststatior%k # Null) then (4) if S received an acknowledgement gt atr = 7+
sendFree(B;, Laststatlor%k, M;y) to Laststatlor%k, then all users iN ACTIVE ay < ¢ < ; + tlack already
Laststatior}* = Null. receivedd},
When anAck is returned by a user, that was connected &) for any number of user®; € ACTIVE, S will eventu-
another station, send that statieree ally receive an acknowledgement f.
ForAck(B;, My, [, S): 4.6.2. Message complexity
if (B, = Bi) then _ Let us assume that the backbone communication network,
ACklIStf;i = ACklIStf;i U {My}, connecting the stations, is fixed and its topology is known to
if (Laststatiorf" = Null) then each of the stations. We denote the message complexity cost
sendFree(B;, Laststatio@'_k, My), of sending a message froB} to B; by th;f. We denote
Laststatior%k = Null, by K the maximalcost of the above. We also recall that

Z denotes the number of handoff procedures being held at

) st c . _
it (Connlist, U G, < ACk“St;f) then t € [#, 4 + T;] by users in the network.

sendMsg(d?, B;) to Parentf;i,

ACk"StE?i =0 Theorem 5. For a broadcast of a single messatjg the

number of messages sent by MPIF protocol is at most

4.5.3. Algorithm running at use¥/y 2@' + P)+ Z(4+K)
(| .

When the user receives a hew message, accept it and

knowledge it We recall that the message complexity of the regu-
ForTrangB;, My, d¥) or Trang(B;, All, d¥): lar static PIF protocol (when no handoffs are allowed) is
if (hS =1—1)then 2(|E| + P). It can be easily shoyvn by settirig = 0 that,
acckeptds when the users are not performing any handoffs, the MPIF
nso— ' protocol message complexity converges to the ordinary PIF
M, —

sendAck(B;. M. 1. S) 10 B:. protocol’s. Thus, the following is an important reduction.

When asked to be joined by a station, kindly accept the inJReduction 2. If no handoff procedure is performed ate
tation usingConnect 47,4 + T;], i.e., Z = 0, then the message complexity of
MPIF is 2|E| + P).
For Join(My, B;):
sendConnectMy, B;, h,SV,k, ), A possible and natural assumption is that there exists a
Laststation,, = B;. vertex between any two handoff adjacent cells. In this case
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K =1, and a single handoff procedure cost is only 5 me#éa important step forward may be developing this Mobilizer

sages, so the total message complexitydsi52(|E| + P). mechanism to be able to convartygiven synchronous pro-
Memory space complexity required at a usefi@), and tocol to a mobile environment. This can be done by devel-

O(P) at a station. That means, the mobile user’s instrumenping a dynamic protocol for unicast in a cellular network

needs a fixed amount of memory, for any size of netwodontaining highly mobile users.

topology, and no matter how many other mobile subscribers

exist. This property, naturally, makes this algorithm applica-

ble even for small mobile instruments. Appendix. Proofs

4.6.3. Using MPIF protocol as a Mobilizer The following appendix appeared also in [7]. See also [8].

So far we introduced the Mobile PIF protocol and its prop- N
erties. We will show now how to use it as a Mobilizer forPrOOf of theorem 1(1). Suppose base statigrinitiates the

. S .
protocols that are based on broadcast with feedback. TH@col/th phase by sendinlisgd;’) at times,. We re-
meaning of broadcast based protocol is that some of the $t8!l that the base statior are connected with each other
tions broadcast messages destined for all users. The udB@ugh afixed network. This network is the same as in the

may reply these messages, while the source stations waitguiar static PI model. Thus: the properties of the '_DI pro-
a feedback. tocol guarantee that there exists a finite time at which the

Let A be such a protocol, originally designed for synchrdf"St station has received the propagated message [5]. Let us

nous networks, we wish to execute over a cellular netwofiEnote this time bYias, i.e., by the time; + ?a-"t all base
with fast moving users. The only thing that is needed to pLationss; in the network have receivédsg(d;’). O
done is to combind with the MPIF protocol. Now, any sta-
tion wishes to initiate a broadcast withify will use MPIF,
while encapsulating its message within the data fieldf
the MPIF messagkisg A mobile user, wishing to initiate
a broadcast as a part of algoritdn will instruct its current
station to do so. When this station receives a feedback

will forward it to that user, using MPI protocol, or directly, . .
if the user still remains in the cell. t = 4 + Tiasy and by the MPI protocol it sent it 10/,

By the above properties of the MPIF protocol, the me%\_/hmh will eventually receive it by the logic link assump-

sagecompley overheadilbe oy near (k&) (01 1% 567 0584 e 1 e e et

with the numbe# of handoff procedures being held by user® : Y P

during the propagation of the message above,M; has completed its last handoff procedure before

Hence, we developed a general mechanism for turninddz 1 + Tiast. Let us denote bys; the last station regelved

_ ' ) . . a&:onnectmessage frond,. By the MPI protocol, ifB;

distributed protocol designed for a network with static users ", . s :

. -received this message aftelsg(d;’) then as a reply to the

into a protocol that can operate over a cellular network with ! <

mobile users, and the additional message complexity ov&2NNecmessagel; sentM, the messagklsg(d;). Other-

head is low compared to the original distributed protocol. Wise, if theConnectmessage was received befdleg(d;’)
then when the last one was receivedatit was forwarded

to its connected users, in particularif . O

Proof of theorem 1(2). Consider now a mobile useéi <
ACTIVE att > 1; + Tiast Denote byB; the last stationV;
completed a handoff procedure with, before- 7;. By the
assumption thaM; € ACTIVE atr > 1 + Tiast there are
tlefo possible cases: firsif; did not leaveB;’s cell. In
this case, by the last theorem receivedMsg(d,S) before

5. Summary
Proof of theorem 2(1). Let us recall a property of a static

In this paper we introduced two distributed protocols dé?!: if a series of messages is propagated by a source sta-
signed for broadcasting over distributed networks with mdion S, then these messages are received at the backbone sta-
bile users. The first protocol, Mobile PI, enables propagtons in FIFO order. By this property, i#f; remains con-
tion of a series of messages that will be eventually receivetgcted toB;, then it will receive the messages by FIFO or-
at FIFO order, by the active users. The second protocggr. Otherwise, whe/, completes a handoff procedure
Mobile PIF, gives the source station an indication after dp some stationB; and receives a new messagg, then
connected users have received the propagated messagelpoMPI [ > hls and by the FIFO property at the backbone
rectly. Both protocols cope with unbounded rate of user= hf + 1. Hence, FIFO order is preserved within the logic
movements, without a need to complete every handoff prink to M. O
cedure. Both additional message complexity overhead over
the static Pl and PIF protocols s linear with user movemen®roof of theorem 2(2). We prove now, that useb; re-
Having these properties, the MPIl and MPIF protocols careivesMsg(d) in the shortest path available under the as-
supply an efficient novel way to convert any given synchr@aumptions of our model. By the properties of the backbone
nous protocol, based on Pl or PIF, to a distributed asynchmedel, by the fact that MPI is identical to Pl in the backbone
nous one, operating over networks with mobile users mopart, and by the properties of PI, it is guaranteed that the base
ing rapidly. We call this protocol and method the Mobilizerstations geMsg(d) in the shortest path possible, i.e., in the
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fastest way. By MPI, each station transmifisg(d) to its an acknowledgementfmf yet. If [ = hf;, then, either they
connected users, as soon as it receives it for the first tinb@th received the last message dhdlid or did not returned
Hence, ifM; did not performed any handoff procedure, thean acknowledgement for it, or, they both did not received
M. will receiveMsg(d) in the fastest way. the last message 9, could not have returned its acknowl-
Else, if Mx moves along some path in between cells (stadgement yet. Second cagg; receivedrree(B,,, Bj, My)
tions), then by MPIM; will receive Msg(d) from the first from someB,,. By induction, it mean/; is in some sta-
stationB;, satisfying: tion’s Connlist Third case:B; receivedAck(B;, My, 1, S).
. L . This meansM; has received the last message sentBhy
(1) B; receivecMsg(d) for the first time at = 11, and Forth case:B; receivedDisconnectMy, B,,) sent byAtl/;IE).
(2) My completed a handoff procedure with at some = In this special case the protocol does not guarantee anything
t2 > 11, and for M. O

(3) My did not complet any handoff procedure befoee 1,

with some statiorB;, which already receivellisg(d). Thus, we proved that whef gets an acknowledgement

for dlS , all users in ACTIVE subset already received the mes-
So, there was no such earlier time whefg could receive sage. O
Msg(d) from some station in our model. O

Proof of theorem 4(5). It can be shown that messages sent
Proof of theorem 3. Let us denote by Z the number of handby or from different users are not effecting each other. So,
off procedures held or partially held (i.e., never completed)e proof of this theorem does not change if there is more
by usersM; € ACTIVE duringr < [#, ;+T;]. Each ofthese than a single use € ACTIVE in the network. Therefore,
procedures consisted of 4 messages at the mibstect it is sufficient to prove lemma 2 below.
Join, Connectand Trans Multiplying by Z gives the to-
tal number of messages, induced by users’ movements. Thgnma 2. If there is only a single use¥ in the network,
message complexity of a standard PI, the static onéfi$ 2 and M e ACTIVE, then S will eventually receive an ac-
whereE is the static edges set. We recall that MPI operatgaowledgement.
like P1 on the backbone network, and that the mes3aaes
is sent only once towards the users (if they don’t move proof. AssumeM is connected taB; just beforesS ini-
during the propagation of the information). From the abovgated its propagation o,flS, so M e Connlisiz, and Last-
the total number of message complexity [£2+ P +4Z, station,, = B;. Let us follow all possible scenario. If
whichisO(|E| + P + 2). U M remains inB;’s cell then by theorem 4.2/ will even-

) tually receivedls, and immediately senéck(B;, M, [, S).

Proof of theorem 4(1)—(3). These properties are proved thesince o7 ¢ ACTIVE, there are two possible cases: ei-

same way as in the MPI case (see also [5]). U ther B; received thisAck message, or some statidt} re-

. . . ceivedDetect{M, B;, B;) some time later. ThenB; up-

Proof of theorem 4(4). Let us examine a statioB; which datesLaststatiorg’ "— B.. Now. if M will answer the
A LT L ’

returned an acknowledgement to the station from whichJB

J
. . ? . in(M, B;) message bZonnectM, B;, !, S) thenB; will
receivedd; for the first time. By the protocolB; will not (M, B)) ge bg oM, Bj, 1, 5) /

s s ; : sendFree(My, B;, B;) to B; that will cause the last to re-

returnMsg(dy’) to py, unl_ess e'theM_k € ACkI_'S_tlsi,- Or Mk moveM from Connlistz;, and eventually return an acknowl-

was removed fronConnlis;. The first condition will be edgement. In any additional partially held handoff proce-

fulfilled if M has returned an acknowledgement, thus, IUYire. if M changes itd aststation, from B, to B, then it

anteed that it eventually received the mesdagfereB; re- |, |qs atB, Laststatiof — B,. Due to slévera?consecu-
q

turned an acknoyv_ledge_ment to_wards th_e source St.&ontive partially held handoff procedures there will be created a
The second condition will be fulfilled only iB; has received . . : - .
: chain of pointers at the stations, each pointing the previous
the messagEree(B;, Bj, M) from some statiorB;. . . : o -
It is now left to prove the following lemma: station which might contai® in its Connlist

P 9 ' When some time latei/ will complete a handoff proce-
dure with someBy,, giving it the information thad/ already
receiveddls. Then B;, will send aFree message to the last

lto ?tatlonB,- ,ytlherziselther user;/lkdrg)as alrje;dy gecenl/_ed thestationt M received theJoin message from. The last one
ast messagblsg(d;’) propagated by, or My € Connlisls; iy toryard the Free message to ittaststatiorg’g, and so

andB; did not return an acknowledgement for the last mes- . . . .
sage J 9 on, until the original statiod/ was connected to, just before

the propagation started, has receiveditee message.
Thus, eventually, all stations are being able to return back
acknowledgement arfdwill get its feedback fodlS. O

Lemma 1. If a stationB; sends a messageee(B;, B;, M)

Proof. Let us examine the possible cases where a statigH
B; might send a messadeee(B;, B;, My). First case:

Bj recelvedConnec(Mk,SB,-, Ls), agdede to Connlisls;  proof of theorem 5. For a broadcast of the single mes-
and at that momerit> hy . If [ > hip thenM; already re- saged®, upon each of the backbone edges two messages
ceived the messag#’ beforeB; did, soB; has notreturned Msg are sent. Towards each of the user§rans message
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is sent followed by the reply oAck When a user per-
forms a handoff procedure 4 additional messages at m
are being exchanged between the moving user and its
station: Detect Join, ConnectandTrans Also aFree mes-
sage, which cosK, might be sent. Therefore, & is the
total number of users movements between cells, then the
tal number of messages sent by the protocoli&P+ P) +
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