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Efficient Handoff Rerouting Algorithms:
A Competitive On-Line Algorithmic Approach

Yigal Bejerano, Israel Cidon, and Joseph (Seffi) Naor

Abstract—This paper considers the design of handoff rerouting Using efficient handoff rerouting algorithms is important for
algorithms for reducing the overall session cost in personal com- the efficient management of PCS networks. The criteria for
munication systems (PCS). Most modern communication systems evaluating such algorithms are generally classified to two com-

that are used as an infrastructure for PCS networks are based on . . .
connection-based technologies. In these systems, the session costﬁ)sonents’ Thesetup costepresents the cost associated with the

composed of two components. The setup cost represents the cost addandoff operations, in particular signaling cost and handoff
sociated with the handoff operations, and the hold cost determines latency. Thehold costdetermines the expense related to the use
the expense related to the use of network resources held by theof network resources held by the VC. This paper introduces
connection. This work introduces for the first time, rerouting algo- - new handoff rerouting algorithms and demonstrates that they
rithms for general graphs which are cost effective in terms of their 5 o aniitatively efficient for both analytical and experimental

worst-case analysis. The algorithms are analyzed using a compet- . .
itive analysis approach, and it is proved that the competitive ratio respects. The algorithms take into account both setup and hold

of the proposed algorithms is a small constant of which the precise COSts. Other criteria, such as the quality-of-service capability
value depends on the ratio between the setup costs and the holdof the VC (in terms of end-to-end delay, etc.), or the network
costs of the links. We also prove a lower bound of 2 on the compet- ytilization, are also considered.

itive ratio of any online algorithm, which means that the proposed The different existing algorithms can be broadly divided into

algorithms are close in terms of worst case behavior to the best : : P
possible rerouting algorithm. In addition, experimental results also four groups, 1) connection reestablishment, 2) path extension;

show that the proposed algorithms indeed balance between the ses-3) connection modification, and 4) handoff anticipation. The
sion setup cost and the hold cost, yielding overall lower cost when connection reestablishment algorithm [11] establishes a new
compared to other algorithms described in the literature. VC between the users at each handoff operation and releases the
Index Terms—Competitive analysis, connection management, previous VC. This e}lgori'thm thimizes the rjetwork utilization
handoff rerouting algorithms, online algorithms, personal com- at the expense of high signaling cost and high handoff latency.
munication systems (PCS). The path extension algorithm [2], [3] allocates a new segment
between the old and the new attachment points and connects it to
the existing VC. It never tears off any established VC segrhent.
This results in a simple handoff algorithm with low handoff
ERSONAL communication systems (PCS) enable peodktency, at the expense of possibly highly stretched routes
and devices to communicate independently of their Ithat reduce the network efficiency and the quality-of-service
cation, and while they transit from place to place. Thereforeapability of the path. The connection modification approach
a PCS network employs a mobility management mechanisrmses part of the existing VC and establishes a new path
for locating mobile users and for maintaining their sessiom®tween the user’s new location andrassover switcl{COS).
while they change their attachment points to the systemAdgorithms using this approach differ in the way a COS is
infrastructure. Such changes are calleghdoffor handover selected. In [4], [5], and [16], a single node in the VC is selected
operations [6]. Most modern communication systems that asie an anchor and only the path to the anchor is modified. In
used as infrastructure for PCS networks [3], [14], [15], [17]12], the selected COS is the first node on the shortest path
[18] are based on connection-based technologies such as tetgween the users that is also included in the existing VC.
phone and ISDN technologies [19], Frame—Relay [13] and [12] and [20], the algorithm selects as a COS, the node
ATM networks [13]. Such networks require the establishmeirt the existing VC that is the closest one to the user new
of avirtual channel(VC) between the session participants anlbcation. The last algorithm is callethinimal path update
maintaining it during the session. In PCS networks, each tinil@PU). The handoff anticipation approach [1], [9] establishes
a session participant performs a handoff operation, the sessiomultipoint VC to several adjacent nodes in anticipation of a
VC must be modified for maintaining end-to-end connectivitpossible handoff. This approach reduces the handoff latency
at the expense of processing cost and network utilization. A
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This paper considers connection-management issues andsteps for selecting a COS. First, the new VC is calculated ac-
dresses the problem of reducing the overall session cost as moetding to the MPU algorithm. Then, for some> 1, segments
as possible. Optimizing the VC route after each movement of the VC of total weight more then times the weight of the
a user is a complicated task, since the handoff algorithm dagsortest path between their end-nodes are replaced by the corre-
not know, either the session duration, or the future movemesgonding shortest paths. In addition to the analytical results, our
of the users. Thus, our problem is an on-line dynamic decisismulations show that the proposed algorithms balance between
problem, where decisions are based on the current state of e session setup and the hold costs and yield lower overall cost
network without knowledge of future events. than other algorithms that are described in the literature.

A common way for measuring the quality of an on-line This paper is organized as follows. Section Il describes the
algorithm is competitive analysisHere, the costs associatechetwork model. Section Il presents the lower bounds on on-line
with an on-line algorithm are compared with the costs expendaldjorithms in both the general model and the correlated model.
by an optimal off-line algorithm that knows the sequence &ection IV presents two on-line handoff rerouting algorithms
events in advance. The maximum ratio between their respectivethe correlated model. Section V shows our simulation results
costs, taken over all sequences, is calledcmpetitive ratio and Section VI concludes the work.

It guarantees an upper bound on the worst-case performance
with respect to an optimal off-line algorithm. This study focuses IIl. NETWORK MODEL

on competitive analysis. In recent years, this technique WaSe assume an arbitrary connection-oriented network mod-
extensively used for analyzing the performance of Val‘iOLé

algorithms for different communication problems, such Ted by an undirected gr‘?‘“ﬁ.(u E).’ where the nodes an_d
. L . ) ' .%Sdges represent communication switches and full duplex links

call admission, circuit routing, scheduling and load balancin spectively. Users are attached to the nodes and can be either
Extensive SUrveys of this area are given in [.8] and [;Oiiatic or mo.bile. A mobile user may move and change its at-
An a!ternat!ve approach to measuring the qqahty O.f on'l"}%chment node. A session between two users requires the estab-
algorithms is th_rougravera_ge—_cas.eanalyas Wh'Ch relies on lishment of a VC between the corresponding nodes and holding
some hypothesis on the distribution of the input. Eagh_of .ti during the session. This means allocating resources at each
two approaches has clear advantages as well as I|m|tat|0é1(§ge over the VC path and holding them during the session.
and the reader is referred to [8] for a related discussion. Each edge: € E is associated with dinear cost function

This paper is the first to provide a worst-case analysi (7) = s. + h, - 7, that defines the cost of using edgéor
of handoff rerouting problems for general communicatio BdurationeofT t?me’units. Thesetup costs. > 0, is the cost

networks. In particular, it is the first to use competitive analysgf allocating resources over edgeand thehold costh, > 0
. . . . - e 1
in this context. It deals with handoff rerouting algorithms tha yhe cost of holding these resources for a single time unit. The
are not allowed to hold unused resoureess it may hurt the 1 time - is measured from the time the edge resources are

network utilization and increase the call blocking probability,ocated until they are released. Hence, the entire cost of a VC
This paper provides lower bounds for handoff rerouting algQession of duration, which is routed over a path is given by

rithms and presents two efficient algorithms which have sm@ll (r) = .. f.(7). We use cost as a general term, and it can
p - e€p J ¢ ) !

(and almost tight) competitive ratios. . capture delay, dollar cost, handoff latency, signaling cost, or an
We first consider a general model where each knis as- aggregation of several measures.

sociated with two independent weights, the setup eestand The graph is associated with two positive constantsand
the holq posthe_. We present a lower bound@‘(log n) on the ¢2, that bound the ratid.. /s, for every edge: € FE, such that
competitive ratio for arbitrary graphs, whetes the number of .~ - 4, /s. < co. For a pathp, let h(p) = .. h. and
. 1 = e/2e > (2. p ’ up) = e€p le
nodes in the graph. The proof of the lower bound strongly us = S _s. be thehold costand thesetup cosof path
. e€ e
the independence between the setup and hold costs of each e ,%spectivefy. For every pair of nodesandu, let theshortest
However, in most practical networks, there is usually a correlgath hetween them be the path which amimum setup cost
tion between the setup cost and the hold cost of the edges. In fishote this path by* , and its setup cost by* (v, v). In ad-
paper, we assume that the ratio between the hold cost and sefin, leth* (u, v) be theminimum hold cosbetween nodes
cost of each edge is bounded by two positive constan&d  andy. Note that the hold cost of the shortest path,,, may
c2, Such that for every link, c; < he/s. < c,. We assume that, pe more thark* (u, v). However, if the constants andc, are
tion, we prove a lower bound of 2 on the competitive ratio in thggdes is close to the minimum hold cost.
case of arbitrary graphs (whete = c,), and we present two  Now, consider a session between two users that starts at
simple handoff rerouting algorithms with a competitive ratio dfime zero and terminates at time The session is defined by
(2+ (c2/c1)). If e1 = 2, then the competitive ratio is 3. Thea sequence of triplets, o = {(u;, v;, t;) m ., where theith
first algorithm combines ideas from the path extension and thglet represents a movement of a user from nagéo node
connection reestablishment algorithms for balancing betwegnat a timet;. We also consider the session initialization and
the session setup and hold costs. The second algorithm is bagedermination as movements. We assume that before a session
on the connection modification approach and yields better &tarts, both users are attached to naglend at time zero one
perimental results on the average. The algorithm uses two mgfithem moves to node,. Similarly, the session terminates at
timet,,, when one of the users moves to the node to which the
2In [7], we consider handoff algorithms that are allowed to hold unused r@her attaches, and they both do not change their attachment
sources, in particular for networks with specific topologies. node anymore.
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The session cost depends on the handoff rerouting algorithm Levels
used. This cost is composed of the overall setup cost and the «
overall hold cost. For a given handoff algorithnand a session
o, the first term is denoted by Setup Cgét) and the second
term by Hold Cosf (o). Thus

Costy (o) = Setup Cosj (o) + Hold Costy (o).
In this paper, we consider only handoff algorithms that do not

hold unused resources. Edge resources that are not included in
the VC at use must be released. 1

[ll. HANDOFF COSTLOWER BOUNDS 0
In this section, we prove lower bounds for on-line handoff The VC path according to the On-Line algorithm.
rerouting algorithms in general graphs with linear hold cost —— The user movment after the VC establishment.

functions and a positive setup cost. We prove that the competi- ) ] )

tive ratio of the best on-line algorithm is at le&¥og n), where Fig. 1. The tree-like graph for proving the lower bound in the general model.
n is the number of nodes in the graph. This bound holds even if ] ]

all edges have the same setup cost and the mobile users ar@/igcates VC resources over the edgew), or it establishes
lowed to move only between adjacent nodes. We first examifi entire new VC over one of the shortest paths that connects
some properties of optimal off-line algorithms. A handoff al°desw andv. Algorithm X" cannot choose the VC extension
gorithm is calledlazy [8], if it changes a VC route only as a0ption for .Iong, otherwise the session hold cp;t W!|| be more
response to a movement of a mobile user, and, it makes {ignlogn times the cost oOPT. Hence, some finite time after
change at the time of the movement. The following theorem cH}f movement of the mobile user, algoriti¥ireroutes the ses-

be easily verified. sion VC over one of the shortest paths between nadasdv
Theorem 1:For general graphs and linear cost functiondirough one of the children of node Suppose, without loss of
there exists a lazy optimal off-line algorithm. generality, that this route passes through the right child of node

Theorem 2: Consider a general graph and linear cost funé Again, immediately after the VC establishment, the mobile

tions. Then, the competitive ratio of the best on-line algorithifS€" moves from to its left child w. The same process con-
is at leastQ(logn), wheren is the number of nodes in thetinues until the mobile user reaches one of the nodes at level 1.

network. Now, compare the setup cost and the hold cost of the two
Proof: Consider a graph with = 25 nodes. The graph algorithms. Regarding the hold cost, suppose that at tithe

contains a full binary tree witk levels such that all of its leaves MoPile user is attached to nodef level k. Atthat time, the VC

are connected to a single nodeThe tree levels are numbered©ute ofOPT passes through one of the children:ofThere-

bottom up as depicted in Fig. 1. The edges are also assignetP{§: its hold cost is Hold Cosbr(#) = >_;_, h;. However,
levels, where the edges of level 1 < k < K, are those that the VC route of algorithni’ passes through the parent of node

connect nodes of levels— 1 andk. All edgese have the same ¢ @t levelk + 1. Thus

setup costs. = 1, and all the edges of a given levehave the k

same hold costy, whereh; = 1 andhy, = logn - Zf;ll hj. Hold Costy(t) = Z hj+2-hip

Thus, the hold cost of any edgeat levelk is log n times more j=1

expensive then the hold cost of the entire path from notiea k

node in levelk — 1. =(1+2-logn)- Y h;
Suppose, in contrast, that there is an on-line algorithmith j=1

competitive ratioy < logn/2 and consider the following ses- >~ - Hold Cosbpr(t).

siono between a mobile user and a static user that are initially

attached to nodesandw, respectively. Since all paths betweerYVe now turn to calculate the setup cost. SitdeT knows the
nodesr andv have the same setup and hold cost, algoritim mobile user movements in advance, it establishes a single VC
selects one of these paths and establishes a VC over this ro@fdy at the session initialization between nodesidv and after
Without loss of generality, let this route pass through the rigich movement it just releases unused edge resources. This VC
child of the root; . Immediately, after the VC establishment, th€ontainsk” = logn edges, thus Setup Cegstr(o) = logn.
mobile user moves fromito its left childu. Both the off-line and  In contrast, algorithm” is required to establish a new VC fol-

the on-line algorithms have to adapt their VC for maintaininpwing each movement of the mobile user. Hence, its setup cost
the session. Consider first the respons@®®fT, the off-line al- IS

gorithm. OPT routes its initial VC through node. After the

logn
movement,OPT is only required to release its VC resources Setup Cost (o) = Z j= logn - (logn +1)
over edge(r, u) and then its VC remains optimal with respect = 2
to the shortest path between nodesndv. However, algorithm log n
X has to determine whether it extends its current VC, i.e., it > —— - Setup Coglpy (o).
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n/2+1
Upon the session initialization between nodes u and v do:

Establish a VC over the path p;, ,

Upon a movement from node w to u when the second
user is attached to node v do:
P Puwp U p:;,u
If (s(p) < a- s*(u,v)) then
Establish a VC over the path py, ,,
Add p;, ,, to the VC path py, ,
Else
Release the current VC
Establish a new VC over the path py, ,

@

Fig. 3. A formal description of AlgorithmA.
Fig. 2. The ring for the lower bound proof. (a) The initial VC of the on-line
alg’X. (b) All the allocated edges according to the on-line alg’ X. (c) The VC
of the off-line alg’ OPT. IV. COMPETITIVE ON-LINE ALGORITHMS
o _ N _ In this section we present two lazy on-line algorithms for ar-

Contradicting the assumption that the competitive ratio of ahitrary graphs which have a competitive ratiolof 2 - (ca/cy).
gorithmX isy < logn/2. |

Theorem 2 strongly uses the independence between the sé&uphlgorithm A
and hold costs of each edge. As mentioned before, in this worky) A Description of the Algorithm:
we assume that there is a correlation between the setup cost a
the hold cost of the edges which is bounded by two consta
that are close to each other. We first prove a lower bound on th@ ithms as follows. During the session initialization it es-

competitive ratio in this case. tablishes a VC over the shortest path between the users. Now,

Theorem 3:1f the setup cost and hold cost are correlated, snose that during a session one of the users moves from
then, the competitive ratl_o of any on-line algorithm is at Iea_\st fiodew to nodew, while the other user is attached to nade

Proof: We assume in this proof thai = c;. Suppose, in The algorithm finds the path which is obtained by concate-

contrast, that there is an on-line algoriththwith a competi- nating the shortest path between nodeandw, p?, ,, to the
tive ratioy < 2. Consider a ring witm nodes, where: is an  cyrrent VC. If the setup cost qf is not more tham times
even number greater thexf(2 — ~), and both the setup andthe setup cost of the shortest path between the two users,
hold costs of each edge are 1. Cleat, (n — 1))/n > 7. s*(u, v), then the pathp?, , is established and it becomes
Let o be a session between a mobile and a static user whig#xt of the VC route. Otherwise, the current VC is released
are initially at distance,/2 away from each other, e.g., atnodeand a new VC over the shortest path , is established. A
n/2+1and 1, respectively, as depicted in Fig. 2. During the seformal description of the algorithm is given in Fig. 3, where
sion initialization, algorithmt’ establishes a VC connecting thep,, ,, is the VC path before the movement.
two users, and suppose that the VC is routed through the righThe algorithm uses theredit principle It attempts to min-
side of the ring. Immediately after the VC setup the mobile usi&nize the setup cost of each handoff operation under the con-
moves to node:/2, and continues its movement until it reactstraint that the VC total setup cost is at mastimes the setup
node 2 through its left neighbor. We assume that the mobile usest of the shortest path between the users. Wenciie credit
moves fast enough so that the session duration and hold costeagmeter The credit principle guarantees that the hold cost of
negligible. A will not exceed(cy/c1) - « times the hold cost o0OPT. In

Let us turn to calculate the setup cost of Algorittn Ini-  the sequel we show that a proper selection of the parameter
tially, it uses the path-extension method until the mobile usgields a small competitive ratio.
reaches some node where it decides to reroute the session 2) The Competitive Ratio of the Algorithm:
VC through the left side of the ring. Thus, its setup cost is at We turn to prove that the competitive ratio of the algorithm is
least(n — 1). Note that node may be any node in the left sidel + 2 - (c2/c1). Consider a sessianthat starts at time zero and
of the ring including nodes 2 and/2. Concerning the off-line is defined by a sequence of triplets,o = {(w;, wi, t;)}/%,
algorithmOPT, since it knows the mobile user movements idhere theith triplet represents a movement of a mobile user
advance, it routes the session VC through the left side of tH@m nodew; to nodeu; at timet;, as described in Section II.
ring. After each movement it only releases unused VC resourced-€mma 1: For every sessioa,
without allocating new ones. Therefore, its setup cost/i2. C2
The competitive ratio of Algorithni’ is / Hold Cosl (o) < e o - Hold Cosrr (o).

e first algorithm, which we denote hy, balances be-
en the path extension and the connection reestablishment

Costy (o) n—1 Proof: For every edge: € E, ¢; < h./s. < ¢o. There-

= > fore, for every pairu and v, s*(u,v) < h*(u, v)/er. In

Cosbrr(o) n/2 addition, for every patlp, h(p) < ¢z - s(p). By the credit

in contrast to the above assumption. O principle, at any time during the session, the VC routg,
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satisfiess(p) < «a - s*(u, v), where the users are attached tdhus, the total cost of the VCs that are established at the con-

nodesu and v. Hence nection reestablishment operations is
h(p) < ez -s(p) < co-a-s™(u, v)§6—2~a-h*(u, ) K K k=1 K-1 K-j
) @ s(pr) = Z —; -s(M;) = s(M;)- =
proving the lemma. O = =1 j=0 & =0 =1 @
Consider theith movement from nodev; to nodew;. Let K1 o
N = o*(ws. ws - 1 1
s(M;) = s*(w;, u;) be the setup cost of the shortest path be < s(M;) | - Z ~ < - s(M).
tween these nodes, called thovement cosand lets(M) = I e ! Pt ak )] T a—1
Dimo 8(M). _
Lemma 2: For every session Hence, the total setup cost is
M
Setup Costpr(o) > l ), Setup Cosf (o)
2 K K K
Proof: First, assume thad PT pays for allocating the re- <Y ls(or) + s(MR)] <> s(or) + > s(My)
sources of an edge in two installments: the first half is paid k=0 k=0 k=0
for at the time of allocation, and the second half is paid for a
when the edge resources are released. Now consider a user's < —— - s(M) +s(M) < —— - s(M). u

movement from nodev; to nodeu;, and let us bound its con-
tribution to the total setup cost @PT. As a result of this ~ Theorem 4: Algorithm A is (2 + (c2/c1))-competitive for
movement, part of the VC route between nadgeand some c1
nodez is released, and a new path is established between nodes a=1+2-—.

C
x andu;. Hence, the setup cost of this movement is at least 2 )
(s*(w;, =) + s*(z, u;))/2. By the triangle inequality, we get Proof: The total cost of a sessienis the sum of two com-

that ponents, the setup cost and the hold cost. According to Lemma
1, the competitive ratio of the hold cost is

* FI * s Ug > * 7y Wg)-
s"(wi, ) + s™(z, u;) > s (ws, u;) Hold Costy (o) <

Therefore, the total cost is Hold Costpr(o) ~ ¢1
s (wg, ug) _ s(M) According to Lemmas 2 and 3, the competitive ratio of the setup
Setup Costpp (o) > ; =5 0 ostis
Lemma 3: For every session, Setup Cosj(o) am1 - s(M) _ 2«
Setup Cogtpr(o) = L.s(M a—1
Setup Cosf(0) < —— - s(M). o z " s(M)
a—1 The value ofa that minimizes the competitive ratio of both

Proof: We partition the session into phases so as to calemponents is obtained from the equati@ «)/(a — 1) =
culate the total setup cost of the session. The first phase, called/c, ) - «. Hence, the best competitive ratio is obtained by set-
phase 0, begins at the session initialization. A new phase beding o = 1 + 2 - (¢1/¢2), and its value i€ + (¢2/c1). O
each time the algorithm decides to release the current VC and teCorollary 1: If co = ¢y, then Algorithm.A is 3-competitive
establish a new one over the shortest path. Suppose that the §es«~ = 3) for general graphs.
sion containg< connection reestablishment operatioAs{ 1
phases). Let(p;) be the setup cost of the VC path that is e- Algorithms3
tablished at the beginning of phalseand lets(1) be the sum 1) A Description of the Algorithm:The second algorithm,
of all the movement costs that are made during pttagéote which we denote byB, uses the connection modification
thats(po) = 0, since we consider the session initialization as gproach for improving the first algorithm in terms of the

movement. According to the credit principle session cost. It is based on the following two improvements in
1 the selection of the COS at each handoff operation.
s(pr) < o [s(Mk—1) + s(pr-1)] The first improvement is achieved by selecting the COS ac-
1 1 cording toMPU. The selected COS is the node on the existing
< o s(My—1) + a2 [s(My—2) + s(pr—2)] VC which is the closest to the user new attachment node. This is
1 1 1 the cheapest modification of the existing VC and Fig. 4 demon-
< o s(My-1) + a2 $(My-2) + o3 strates that such a selection always yields lower setup and hold
[s(My_3) + s(pr—3)] costs compareq with the path.exten_sion algorithm. '
1 1 The second improvement is achieved by removing excep-
S $(My—1) + el $(Mp—2) tionally “heavy” segments from an MPU VC. A segment,
1 1 between nodes and b is called anexceptional segmerif
+ gS(Mk—:%) Tt s(Mo) its cost is at least times the setup cost of the shortest path,
k—1 i.e., s(pa,v) > «-s*(a, b). If this happens, then the algo-
< 1 - 5(M;). rithm checks if there are exceptional segments that contain

=0 ’ the selected COS, and replaces the most expensive exceptional
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© Fig. 5. An example of session with exceptional segment removal operations.

Fig. 4. Selecting the VC route according to the path extension and the MPU

ﬂ%ﬂ'%ﬂ?ﬁéaéggseiéﬂt'al V. (b) The path extension fouting decision. () Th Upon a session initialization between nodes u and v do:
Establish a VC over the path py, ,,

segment by a shortest path, calleshartcut This improvement

considerably reduces the VC cost by establishing low co| UPon @ movement from node w to u when the second

shortcuts and releasing unused resources. It is especially us: user is attached to node v do:

for users which have local movement patterns, as describ T arg-mingep, ,{s" (4, )}

by Fig. 5. In this figure the users are initially attached to th Pup < Py YDz

nodesu andw. After the session initialization, the mobile user| (@) < arg-maZacp: _ bep, u5(5a)>as*(ab){5(Pab) }

from nodew moves around node, and creates exceptional If (Pap # 0) then

segments along its way. Each time such a segment is detec B + s*(u,a) + s*(a,b)

it is replaced in the VC by a shortcut. Thus, the VC lengtl C 4 arg mingep, s (u,c)<B18 (4, ¢) + 8(Pew)}

during the session is kept close to optimal. Puw DU Do

So far we have described the two improvements as two se¢ Allocate the missing edge resources in j, .
arate steps which are employed sequentially. However, a bet Release unused edge resources.
COS that further reduces the VC cost is as follows. For eas Route the VC over the path f, , .

handoff operation we allocate a budget equal to the cost of t'<

allocated paths according to both of the above improvements. - _—

This budget upper bounds the cost of the allocated path. IrtEfg' 6. Aformal description of Algorithns.

used for finding the COS that further reduces the VC cost as

much as possible while satisfying the budget constraint. Natally, the algorithm allocates the missing edge resources in the

that if an exceptional segment is not found, then the selecteteived patlp,, ., routes the session VC over this path, and re-

path is the same as the path selected by an MPU decision. Qéases unused resources. A formal description of Algorithm

erwise, if an exceptional segment exists after the MPU decisios given in Fig. 6.

then, it is removed at the end of this stage. Fig. 7 provides an example of handoff rerouting operation ac-
The final algorithm works as follows. At the session initialcording to AlgorithmB with o = 3. Initially, the users are at-

ization, it establishes a VC over the shortest path between thehed to nodes) andwv. Then, the user from node moves

session users. Now, suppose that one of the users moves ftomodew [Fig. 7(a)]. In Step 1, the algorithm adds the path

nodew to nodeu, while the other user is attached to nadand (z, z, a, u) to the existing VC and lef be the resulting path

let p,,, ,» be the VC path before the movement. The algorithifirig. 7(b)]. This path contains two exceptional segmepjs,

uses three steps for calculating the new path for they/G,. andp,,,, wheres(p,, .) = 120 ands(p,,») = 200 [Fig. 7(c)].

In Step 1, it finds the node € p,, ., which is the closest one Note that node: by itself isnotincluded in any legitimate ex-

to nodeu, x = arg_min,¢,, , {s*(u, )}. This function com- ceptional segment. The most expensive segmeiyt js There-

putes the value of that minimizess*(u, z). Let 5, , be the fore, the handoff operation budgetlis= s*(u, a)+s*(a, b) =

path that is obtained by concatenating the VC segment betw&8nt+ 60 = 120. The node that minimizes the VC cost under the

nodesv andz with the shortest paths between nodeand«, budget constraint is nodeand thus the final VC cost is 150

Pu,v = D} » U Dz . IN Step 2, the algorithm finds the mostFig. 7(d)].

expensive exceptional segment in the pagh, that includes ~ Theorem 5:Leta = 142 - (¢;/cz). Then, Algorithm3 is

nodez, denoted by, ;. In Step 3, the algorithm selects a COS(2 + (¢2/¢1))-competitive.

If such an exceptional segment was found, then let the handoffCorollary 2: For general graphs witty = ¢, Algorithm B

budget beB = s*(u, a) + s*(a, b). The algorithm selects a is 3-competitive forx = 3.

COS,c, that minimizes the VC total weight; (u, ¢)+ s(pc, v)s We defer the proof of the above theorem to the Appendix.

under the budget constraisi;(u, ¢) < B. The received path is Moreover, our simulations show that Algorith#f achieves

Pu,v = Pu,c U pi . Otherwise, node: remains the COS. Fi- better results on the average than Algorithn
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(x,y)=110

(b)

Fig.8. The grapl&z(V, E) used by Theorem 6. (a) The considered graph. (b)
The VC of the off-line alg’ OPT. (c) All the allocated VCs by the on-line alg’ X.

that are located in node 1. Immediately after the session initial-
(c) (d) ization, one of the users moves from node 1 to nederough

Fig. 7. An example of handoff operation according to Algorittthn (a) the p_athl./ 2, 3 .-, n. As soon as the user rea_CheS nadthe

The initial VC. (b) The VC after the MPU decision. (c) Finding the longessession terminates. We assume that the mobile user moves fast

exceptional segement (2). (d) The final VC. enough so that the session duration and hold cost are negligible.

Now, consider the best hold-cost-minimization algorithm, de-
V. PERFORMANCECOMPARISONWITH OTHERALGORITHMS  noted byX. After each movement from node— 1 to node;

We compared the competitive ratios as well as the péhe algorithm releases the current VC and establishes a new one
formance of our handoff algorithms with four other handoffetween the nodes 1 andThe cost of this setup operation is
rerouting algorithms. The evaluated algorithms are the coti-—1), thus the setup cost of the algorithmis Setup Gosh =
nection reestablishment algorithm [11], the path extensiéf - (n — 1))/2. However, the optimal off-line algorith@PT
algorithm [2], [3] and two connection modification aIgorithms.eXtend the current VC after each movement. Thus, its setup cost
the MPU algorithm [20], and the anchor rerouting algorithri$ Setup Cogipr(o) = (n — 1) - (1 + ¢). As aresult
[4]. For the latter, the initial location of the mobile user is Costy (o) n-(n—1)/2 /2
selected as an anchor (a permanent COS) and only the path to C =D =1 .
the anchor is modified. We also evaluated the performance of osbpr(c)  (n—1)-(1+¢) te
Algorithms A andB, that are described in Section IV. Since,e may be any small positive value, the lower bound is at

In Section V-A, we show that the competitive ratios of all théeastn /2. O
other algorithms is at least(n) even when the setup cost and Corollary 3: The competitive ratio of the connection reestab-
hold cost are correlated. Whetes the number on nodes in thelishment algorithm is at least/2, wheren is the number of
network graph. In Section V-B, we compare by simulations theydes in the network.
performance of the considered algorithms in average sense.  Proof: The connection reestablishment algorithm will
make the same routing decisions that the best setup-cost-mini-
mization algorithm has made in the example given in the proof

In the following we divide the other handoff rerouting algoof Theorem 6. O
rithms into two groups. iHold-cost-minimizatioralgorithms Theorem 7:The competitive ratio of any hold-cost-min-
that minimize the session hold cost, ignoring its setup cost. Tlisization algorithm is at least, wheren is the number of
group contains the connection reestablishment algorithm [Lhpdes in the network, even if the setup cost and hold cost are
i) setup-cost-minimizaticagorithms that minimize the sessioncorrelated.
setup cost without considering its hold cost. Such algorithms are Proof: Consider a ring networks(V, E) as depicted in
the path extension algorithm [2], [3], the MPU algorithm [20]Fig. 2, with even number of nodesand for every edge € F,
and the anchor rerouting algorithm [4]. Recall that the proposed = h.. Let S;, = 1 + ¢ and let the setup cost of the
Algorithms.A andB are notincluded in neither of these groupsother edges € E — {(1, 2)} be S. = 1. We assume a ses-

Theorem 6: The competitive ratio of any hold-cost-mini-sion o between two users that are located at the nodes 1 and
mization algorithm is at least/2, wheren is the number of n/2 + 1. Inmediately after the session initialization, the user
nodes in the network, even if the setup cost and hold cost &mem noden/2 + 1 moves to node 2 through its lest neighbor.
correlated. We assume that the mobile user moves fast enough so that move-

Proof: Consider the network:(V, E) that is described ment time from node:./2 + 1 to node 2 is negligible and the
in Fig. 8, where for every edge € FE, s. = h.. For every user stays at node 2 for a very long time. Recall that the setup
i€ [2---n] letS,,; = (¢ —1) and for everyi € [3---n], costof the edges between nodes 1 arid + 1 along the left
let S;_1,; = 1 + e. We assume a sessionbetween two users side of the ring (the path, 2, ..., n/2 + 1) isn/2 + € while

A. Competitive Ratio Evaluation
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300000 A -+ Path Extension 18007 e Path Extension
280000 4—¢—#—¢—¢—4—4—4¢—¢ g Connection Re-Establishment & Minimal Path Update
o 260000 - -&-Minimal Path Update = == Algorithm A
8 izzzzz: -0~ Anchor Algorithm 8 -e- Algorithm B
k=] -~ Algorithm A Q
E 200000 o Algorithm B %1200
180000 4 7]
2 160000 4 2
P 140000 ] =
120000 4 1
100000 + r T : T T . T T r 1
To15 2 25 3 35 4 45 5 55 0 T s 3 25 3 ss & 45 & s s
The credit parameter The credit parameter
Fig. 9. The effect of the credit parameter,on the hold cost. Fig. 10. The effect of the credit parameter,on the setup cost.
150000 -+-Path Extension

the cost of the path along the right sidenig2. Now, consider
the best setup-cost-minimization algorithm, denotedtbyAt
the beginning, it establish the VC a long the right side of the 1300001 & Minimal Path Update
ring, and after each movement from nade 1 to nodei, i € 120000 1 ~o-Anchor Algorithm
[n/2 + 2, n], the algorithm adds the edge— 1, i) to the ex-
isting VC. Thus, Setup Cos{o, t) = n — 1 and the hold cost
until time ¢ is Hold Cosk () = (n — 1) - ¢. Let us turn to
describe the routing decisions of the off-line algoritimT. 30000 4
Algorithm OPT routes the VC along the left side of the ring, 70000 ]
and after each movement it removed the unused edge. Thu SOODO_W
Setup Costpr(o) = n/2 + € and the hold cost until time .

is Hold Costpr(o, t) = (1 + ¢) - t. Consequentially 1 15 2 25 3 35 4 45 5 55 6
The credit parameter

140000 $—¢—¢—¢—4—¢—4—¢—4— -m Connection Re-Establishment

110000 #—S—N—=——8—8—8—8— - Algorithm A

100000 4 -~ Algorithm B

90000 J

The total cost

Costy(o,t) (n—1)4+(n—1)-1 N

= ~n. Fig. 11. The effect of the credit parameter, on the session total cost with
Costpr(o,t) n/2+e+(1+¢€)-t B =05.
Thus, for larget and smalk the ratio is approximately. O 5000 - o Path Extension
Corollary 4: The competitive ratios of the path extension, -+ Minimal Path Update
the MPU the anchor rerouting algorithms are at legsihere - Algorithm A
n is the number of nodes in the network. - -e- Algorithm B

7]
Proof: These algorithms will make the same routing deci-§ ***]

sions that the best setup-cost-minimization algorithm has ma’'s
in the example given in the proof of Theorem 7. o 8

The above theorems show that all the other evaluate & 3000 -
schemes, beside Algorithmé and B, may make pure routing
decisions that yield high session cost with respect to the cc )
of the optimal algorithm. 2000

1 15 2 2.5 3 3.5 4 4.5 5 5.5 6
B. Simulation Results The credit parameter

We compgre, usn_wg simulations, the performanc_e of Ole . 12. The effect of the credit parametar, on the session total cost with
handoff algorithms with respect to the other schemes in average ¢ g9.

sense. Our simulations considered different networks, different

roaming distances and various initial distances between the e along a random path with 500 nodes. Its handoff rate is
users. For Algorlthms4 andB we also ev_aluated the affect of yne handoff operation per time unit and the movement range
different credit parameter values, on their performance. is limited to a square of 10& 100 nodes for achieving local

Selected typical results from our experiments are describeghement effect. The session overall cost is calculated by the
in Figs. 9-12. In this example, the tested communication n%ﬂowing equation:

work is a grid graph, where both the setup costand the hold

cost, h., of each edge € F are 1. We evaluated the average Total Cost= (3 - Setup Cos# (1 — /3) - Hold Cost

setup and hold costs of sessions with the following characteris-

tics. The initial distance between the users is 200 edges, whetgered < 3 < 1 determines the effect of the setup and the hold
one of them is static and the other is mobile. The mobile userssts on the session overall cost.
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The experimental results show that the connection reestabtemma 4: For every session
lishment algorithm yields the lowest hold cost with the expense .
of high setup cost, while the MPU algorithm achieved the lowest Hold Coss() < = - a - Hold Costypr (o).
setup cost with high hold cost. The anchor rerouting algorithm 1
and our proposed algorithms balance between the setup and the proof: For every edge € E, ¢; < h./s. < c». There-
hold cost of the session, where Algorithifnyields a relatively fore, for every pairu andv, s*(u, v) < h*(u, v)/c1. In ad-
low setup cost and hold cost. Fig. 9 describes the effect ofgition, for every pattp, h(p) < cs - s(p). Step 2 of the algo-
on the hold cost and F|g 10 shows its effect on the Setup Cqﬂ}hm guarantees thatthe VC Setup cost does not exediates
In the latter figure the results of the connection reestablishmeRg setup cost of shortest path between the users» betthe

and the anchor rerouting algorithms were omitted due to th&{tC route and suppose that users are attached to nodedv.
high setup cost relative to the other algorithms (110 365, apfnce

19 331, respectively). Figs. 11 and 12 demonstrate the effect of
« over the session overall cost for the cases witeegual 0.5 h(p) < ex-8(p) <ex-a-s%(u, v) < 2 4. h*(u, v).
and 0.99, respectively. In the first case, the hold cost is the dom-

inant component of the session total cost. Therefore, 1.25  1ha vc hold cost according 0PT is atleash* (u, v). There-
yields the lowest total cost for both AlgorithméandB. More- 416 the lemma is satisfied. ’ 0

over, Algorithm3 produces the minimal session cost for every \we turn to calculate the setup cost. During the session, VC
a2 In the second case, the setup and the hold cost have a Sigyources of a given edgenay be allocated several times. For
ilar effect over the session total cost. Here, for every 2.25,  gjstinguishing between the different allocations, each allocation
Algorithm B produces the minimal cost. We see that the cred§ denoted by a paife, k), wheree is the edge identifier an
parameterq, can be used for balancing between the setup c@sthe corresponding movement index. In the sequel, we distin-
and the hold costs. If the hold cost is h|gh relative to the Set@gish between two types of handoff OperationS, the Wr-
cost, then selecting a low valuedoguarantees low overall ses-ation where the allocated path is determined by an MPU deci-
sion cost. If the setup cost is the dominant component, thensjgn at Step 1, and trehortcut operationwhere an exceptional

high value tox is preferable. segment is removed from the VC path. The Setontains the
indexes of all the shortcut operations, while the Baetontains
VI. SUMMARY the indexes of all the MPU operations.

This work considers the general connection managem?_rgfg?;}(:)e rihiﬁilkm32§rgin:hzogt35 (iiu:t g:c t%%dzr:gcr.test

roblem of r ing the overall ion f mobil T
problem of reducing the overall session cost of mobile use Sth between these nodes, called evement costand

T et o e s E 1) 2 () n aon, e, be e
P P ’ P ge ween the user location and the COS at tile handoff

hold cost. Every edge of the network graph is ass_omated_Wlthoperaltion due to the MPU decision, and ) be its cost.
both a setup cost., and a hold cosk., and the ratid. /s, is Let s(U) = S, s(Uy)

bounded by two positive constantsandcs, ¢; < he/s. < ca. Lemma_5' 8%“5()) < Sk(M)

It is also assumed that in practical networks there is a cor- ) - X

lation betw th i i h that th i Proof: Consider thé:th movement, from node,, to node
refation between these two components, suc at the rau';?, and letz;, be the selected COS at Step 1. Henggis the

ca/cq is close to one. Under this assumption, we present tv)éfbsest node tay, at the existing VC
new handoff rerouting algorithms with a competitive ratio o '

(2 + (c2/c1)). These algorithms balance between setup and s(Uy) = s(p?, ) < s(p’ ) = s(My).
hold costs by using a credit parameterExperimental results o T T
demonstrate that the proposed algorithms yield low overall cogig

also in the average sense relative to other algorithms described .

in the literature. These experiments show that selecting a

proper value ofy is essentialpfor minimizing the session cosg,]t. s(U) = Z s(Ui) < Z s(Mi) = s(M).
This value depends on the network parameters as well as on
the users movement characteristics. Finding the bethat 0

optimizes the algorithms performance is still an open question.Consider a shortcut operation with indexin which the path
Ry, is allocated. Lepy, o, 5, be the most expensive exceptional

segment that was found at this operation, where the segment
end-nodes are;, andb,. Note thatp;, ., s, contains also part
N _ _ of Uy. Let Ly, = U N Pg, a,, b, » the common resources to both
We now turn to calculate the competitive ratio of Algorlthnbaths’ and le6, = Uy, — Ly, Gy = p, ,, the shortest path
B. Consider a sessiom, defined by a sequence of triplets, petween the new user locatian,, and node. In addition, we
o = {(wk, uk, k) }jLo, Which is managed by Algorithrs. denote byD;. C py.. 4, ., all the edge resources that were actu-
ally allocated by the MPU operations, anddgt C py 4, s, be
all the edge resources that were actually allocated by shortcut
3The evaluated is in the range [1, 6]. operations. Note thdt,, G, Dy, andC}, are disjoint sets, and

m
i=0 i=0

APPENDIX
COMPETITIVE RATIO OF ALGORITHM B
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pair ofg, k € F, g # k, the setd);, andD,, are disjoint. Thus,
Y oker S(Dr) <32, c7 s(Ug). From Lemma 5

> [s(Ux) + (D <> s(Uk) + Y s(Uk)

keF keF keF

6k: DkU CkU Lk

Lemma 8: For every shortcut operatioh and its allocated

smmmmm The existing VC. = === Shortcut operation. resourcest
““““ Released edge resources. msmmmmms MIPU operation.
(@) (b) — 1 1
a
| | | RIS S [ 4 5 (L) + ()
Fig. 13. An example of the notations used for proving the competitive ratio. —0 « jexr «
A

(a) The VC before the movement. (b) Th notations for the proof.
Proof: For every shortcut operatioh and its allocated

the pathpy. o, 5, = Ly U D), U Ci. An example of these nota- "eSources?;
tions is given in Fig. 13. 1 _
For simplicity and without lost of generality, we assume s(Ry) <s(Gr) + o $(Pk, ar, i)
the following shortcut assumption. The resourégsof every 1
shortcutk may be included in at most a single exceptional < s(G) + o [s(Lk) + 5(Di) + s(Ci)].

segmentp, that is removed by a single shortcut operation
with indexq. We say that a shortcut operatifrihas areffect of
order 1on a shortcut operation if its edge resource®,, are 1
included in the exceptional segment A shortcut operatior s(Ry) <s(Gr) + . [s(Lk) 4+ s(Dy) + s(Cr)]

has areffect of order- on a shortcut operatiap if its resources 1 1

Ry, are included in the exceptional segmentof a shortcut <s(Gg) + o [s(Lk) + s(Dy)] + o Z s(R;)
operationj which has an effect of order — 1 on shortcut JET}
operatiory. For completeness, we say that shortcut operation 1 1

haseffect of order @n itself. LetZ} be the set of indexes of all <s(Gi) + o [s(Lx) + s(Dr)] + o

the shortcut operations that have effect of ordem shortcut 1

operationk. Z; is defined in a recursive manner 3 {S(GJ) T (s(Lj) +s(Dj) + S(CJ))}

'Since,s(Cy) = Yjer: s(1;), the cost offy. is

JET,
1 1
Iy ={k} <s(Gi)+ — - [s(L) + s(Di)] + —
r={q|R,Cp;,jE€L; "} 1 1
b= talRa Cr g € 5T X s+ 5 () 4 D) +
Lemma 6: For everyk, q € F, k # g and positive integer, €T
the setsZ} andZ} are disjoint. Y s(Ry)
Proof: We prove by induction on the order of the effect JET?
r. Forr = 0, for everyk € F, Z? = {k} and the lemma is 1
satisfied. c= <s(Gi)+ — - [s(L) + s(Di)] + —

Consider an index séf;. According to the shortcut assump-

tion, for every shortcut operation € 7, its resourcedi; are

included only in a single exceptional segmeéntof a given . Z S(G;) + 1 (s(L,;) + s(D-))} n 1
J J J

Now, suppose that the lemma is satisfied for eveéng r. Z { 1 } 1
shortcut operation, wherez € I,:_l. By the induction assump- {

tion, there is no another shortcut operatisuch that € I;“—l. IET;
Therefore, shortcuj is included only in the setg}, and the : Z s(R;)
lemma is also satisfied for. | JET}

Lemma 7.y, »[s(Ux) + s(Dr)] < s(M). > 4 1

Proof: For every shortcut operatiob, D;. are the edge <> = |:5(Gj) + = (s(Ly) + S(Dk))} -
. - «

resources allocated by the MPU operations. Moreover, for every r=0 "~ jEI}

4In the case where the resourdgs are included in several exceptional seg- O

ments thenR,, is divided to parts such that each part is included in a single | emma 9: Let R, be the allocated resources at the
exceptional segment. Each parof R, is considered to be a separate shortcu

with a unique index and it is associated with a proportional part of the segme%ﬂﬂI handoff operation and |e§(R) = Z;n=1 S(Rk)v then
pr andUy. s(R) < (af(a—1))-s(M).
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Proof: According to Lemma 8

> s(Ri)

keF
cyyLly [ Ls(y) +s<DJ>>}
kEF r= 0 jGIr
<3 2 3 [o0+ 5 o) 400
kEF JEI]

According to Lemma 6, for ever, g € F, k # ¢, and
positive integer, the set<; andZ; are disjoint. Therefore

>3 [
keF jeI}

# 2 GL) +5(05)]

|:S(Gk> + é (s(Lg) + s(Dy,)

keF

From Lemma 5, /" s(Ux) < s(M

Lker8(Ur) + s(Di)] < s(M),

Ry = Ui. Hence
s(R) = Z s(Ux) + Z s(Rk)
kEF ker
< Z s(Ux) + Z LT
keF =0 @
X s+ 5 o)+ s(0)
keF
< Z (Ur) +Z (Gr) +Zoj1
keF keF r=1
> [5(Gr) + s(Le) + 5(Dy)]
keF
< S+ Y o o Slst) + s(Dw)
k=1 r=1 keF
< 5(M) + L s(M) <~ (M),
O
Corollary 5: For every session
Setup Cosi(o) < a(i N s(M).

Theorem 8: Algorithm B is (2 + (c2/c1))-competitive for

C1
a=1+2-—
C2
Proof: Similar to the proof of Theorem 4. O

Corollary 6: For general graphs withy, = ¢,, Algorithm B
is 3-competitive for = 3.

), from Lemma 7,
and at MPU operations,
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