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Efficient Support for Client/Server Applications
Over Heterogeneous ATM Networks

Ornan (Ori) GerstelAssociate Member, IEEHsrael Cidon,Senior Member, IEEEand Shmuel Zaks

Abstract—We present a new network design problem that is the VC. The reason for requiring a low number of VP hops
applicable for designing virtual paths (VP's) in an asynchronous per VC are discussed later. In ATM, VC's are typically used
transfer mode (ATM) network to efficiently support client/server ¢ oonnecting network users, while VP’s are used for routing
applications. We present several alternatives for the solution, Ve df imolifyi t ’ K i
compare their propertie_s,_and focu_s ona novel “g_ree_dy” solution, s and for simplifying n_e wor resource managemen_.
which we prove to optimize certain important criteria (namely, Three types of ATM switching nodes have been considered
the network overhead for a request/response and the utilization and implemented.
of bandwidth and routing table resources). We also present simu- ¢ X Nodes: CX nodes are switching nodes that cannot
lation results that demonstrate the performance and scalability of switch the cell based on its VPI alone (since they either use
our solution. In addition, we propose a new efficient bandwidth both VPI and VCI for their switching decision or use the VCI
allocation scheme which is tailored for client/server applications ; ) 9
over ATM networks. alone, as is often the case in ATM local area network (LAN)

. : switches). Clearly, these nodes must be involved in the setup
Index Terms—ATM network, client/server paradigm, network
design, virtual path design, virtual path routing. of every VC th.at passes through them, and, thus, they are
termed “VC switches” ¢ X's for short).
PX Nodes: PX nodes are nodes that use only the VPI
. INTRODUCTION field for switching cells. Such nodes do not allow switching
of a VC from one VP to another (since they do not refer to
the VCI field at all), and switch VP’s exclusively; hence, they
HE asynchronous transfer mod@&TM) is the network are termed “VP switches’KX for short).
architecture standard proposed for broadband Integrated>X Nodes: PC'X nodes are nodes that route some cells
Services Digital Networks (B-ISDN). This architecture isy using the VPI alone and others by using both the VPI
accepted by a large array of vendors and standard organizatigRg VCI. An example of such a switch may be found in [7].
(ITU and the ATM Forum), and is thoroughly described in thgyhen a cell arrives at this switch, its VP! is first examined
literature (e.g., [8], [10], [16], and [20]). and used as an index into a VP routing table (asPiK’s).
ATM is based on small fixed-size packets termeglls The appropriate entry contains a new value for the cell’'s VPI
Each cell is switched independently, based on two smalhd a port into which the cell is switched. If the entry contains
routing fields at the cell's header, called thigtual channel g special “null” value, the VCI is used (together/without the
identifier (VCI) and virtual path identifier(VPI). Since ATM  vPI) as an index into a VC routing table in which a new VPI
is connection-oriented, the cells are routed on predetermingsd \/CI for the cell are found, and in which a port to send the
routes in the network that must be set up prior to their usagell to is specified (as i’ X’s). This mechanism enables some
for data transfer. VP’s to terminate at the node (by having “null” in the entry
Routing in ATM is hierarchical in the sense that the VCbointed by their VPI Va|ue) and some VP’s to pass through
of a cell is ignored by most of the network nodes in the pathe node. We term these nodeBX’s” since they switch
traversed by the cell; these nodes route the cell based ongigsh VP's and VC's.
VPI field alone. This scheme effectively creates two types The VC and VP concepts received much attention in the
of predetermined simple routes in the network: those basggimmunication literature, yet the problem of how VP'’s should
on VPI's [virtual paths (VP’s)] and those based on VCI'ge laid out in a given network topology was addressed only in
[virtual channels (VC’s)]. VP’s may be viewed as virtual linksg few works [1], [2], [6], [13], [14], [17]. These works assume
connecting (possibly remote) switches as neighboring nodesifly one type of node (usuall?CX), a fact which—besides
a virtual network, while the route of VC’s may be viewed ageducing the practical significance of the model—substantially
a concatenation of multiple VP’s. We refer to the number @fimplified it and the obtained results. In this work we assume
VP’s that are used by a VC along its route as Wighopsof  that the network is heterogeneous, i.e., that all three node types
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protocol (IP) and Web services, mail applications, file transfer, Besides its use for client/server applications, our VP layout
and distributed applications. design may be used as a building block for more complex
A very common paradigm for network applications is thgeneral-purpose VP layouts, as demonstrated in [13] for sim-
client/server paradigm. Implemented explicitly in many nepler cases. Our greedy algorithm (see Section V-B) is based on
work applications or implicity—via remote procedure calb framework suggested in [14]; however, while [14] applies to
(RPC) mechanisms [3]—in distributed operating systems (e.getworks which comprise aPCX’s exclusively and clients
[4]), this paradigm is based on a “smart” server applicaticeme assumed to be connected to all network switches, the
that is accessed by many clients, whenever they need datasent solution applies to more realistic (and complex) cases,
from the server. The clients issue short request messagesvhich the network comprises all types of switches and
(typically less than 1 KB), that are handled by the servetlients are connected to a subset of the switches. A preliminary
which consequently sends a typically much longer (severarsion of this paper appeared in [12].
megabytes) response [5]. The most prevalent example for thisSimilar problems were considered in [1], [6], and [15].
usage is the World Wide Web. Other examples are distributé¢hile these formulations apply to a wider setting (not just
file servers [e.g., network file server (NFS)], file repositoriesjient/server applications), they are less appropriate for such
databases (in which a query is sent as a request and the relespatific needs and have only heuristic solutions, whereas here
data is sent as a response), and name/address servers (suale ggesent a proven optimal solution.
distributed name server (DNS) or X.500). The paper is structured as follows. In Section Il we present
Due to the central role that the client/server paradigthe design problem which stems from supporting client/server
plays in existing network applications, it is obvious that iapplications over ATM and in Section Ill we explore the
must be properly accommodated by both private and pubspectrum of possible solutions to the problem (including an
future ATM networks. There are two major alternatives fooverview of our approach). In Section IV we compare the
the implementation of the paradigm using ATM networks. possible solutions using numerical simulation results, while in

1) Use a native connectionless service [19] or an ovepection V we focus on the formulation of the main problem
lay IP network to send both requests and responsg&ved in the paper (namely, the VP layout for client/server
encapsulated in datagrams, without need for per-vV@plications) and present an optimal algorithm for it (the proof
setup. However, such a service may not necessarily 8eoptimality may be found in the Appendix). We summarize
available with every ATM network and incurs extra costhe results in Section VI.
and management overheads. More importantly, most
such services do not guarantee low data loss probability.

2) Use regular VC's for transferring data from the client to
the server and vice versa. This method was implementedThe main focus of this paper is a design problem, in which
in some of the new transport protocols (e.g., versatileis requested to determine a set of VP’s and a route for each
message transaction protocol (VMTP) [18]) and wef them in a given ATM network, so that a given set of clients
focus on it in the rest of the paper. While most of thigvill be able to set up VC connections to a given server, for
work applies for any quality of service (QoS) classthe purpose of sending request/response messages. These VP’s
we assume constant bit rate (CBR) and variable bitill enable setting up the VC’s as quickly as possible, while
rate (VBR) traffic for simplicity. Also, while available not requiring too many network resources.
bit rate (ABR) and unspecified bit rate (UBR) classes The design problem for a given client/server applicatian
may be more suitable for data applications, they de the following.
not provide hard service guarantees and entail complexinput Data:

buffer management. 1) The topology of the ATM network (i.e., the set of
switching nodes and the links connecting them) in the
form of an undirected simple gragh = (V, E);

In this paper we discuss methods for supporting client/server2) the type of each switching node (i.e., which node is a
applications over an ATM network by setting up semiperma- PX, CX, or PCX);
nent VP's in the network that enable clients to efficiently 3) a subset”N C V of switches to which the clients of
set up short-lived VC's each time they wish to submit a X are connected, and a nodec V to which the server
request to the server. After the setup, these VC’s are used s connected;
by the client to send a request to the server and by thes) Taelay (¢)—the propagation delay of each physical link
server to return a response, and are then terminated untii ¢ ¢ E, including the processing delay of an attached
the next request. We propose a method for designing the node;
routes of VP’s in a given network so as to support such5) BW,,,.(c)—the amount of available bandwidth on each
VC’s as quickly and as efficiently as possible. Our solution link that may be allocated for the purposes®f
is optimal, both in the setup/teardown overhead for a newg) Neeq—the maximum number of concurrent requests
VC and its propagation and processing delay, while keeping  from clients to the server that is supported &y
its resource utilization as low as possible. We also suggest a
novel bandwidth allocation scheme that further improves th(alRecaII that many such applications coexist in the network; however, the
resource utilization of the solution. design problem focuses on each of them separately.

Il. THE DESIGN PROBLEM

C. Contribution of this Paper
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7) BW..q—the required bandwidth for a single requesfaulty link to other paths in the network, thereby achieving a

from a client to the server at’; low overhead migration of all VC’s that use the faulty link
8) BW,.sp—the required bandwidth for a single responsgand thus use the rerouted VP’s) to alternative routes. The
from the server to a client at’; overhead of this recovery process is clearly proportional to

9) Liu.x—a maximum quota on the number of entries ithe number of VP’s that share the link and is thus bounded
any VP routing table, that may be used for (termed by L..x.
the load on the routing table). This is an important There are two reasons for keeping the VP hops per VC low.
requirement, as the resource of routing entries in eachy) As discussed below, a feasible solution for most net-
table is limited to 2> (see [8]), and the resource is shared ~ works relies on setting up VC's on demand, for a
by VP's which support other client/server applications,  specific request/response interaction, after which they
as well as many other services. In the sequel we show  are removed from the network until the next request
that this resource is eaSin exhausted, if not Carefully is submitted. As a result, the overhead of a |engthy

allocated. connection setup due to high VP hop count for such

Feasible Solution:A set of VP’s, a route in the network “short-lived” VC’'s may exceed the necessary time for
for each such VP and its bandwidth with the following the data transfer itself.

characteristics. The setup overhead of a VC is directly proportional

1) The total bandwidth of VP’s that share a lialdoes not to the number of VP’s that are used by the VC along

exceed the link’'s bandwidth constraiBiV,.ii(e). its route (i.e., its VP hops). This stems from the fact

2) The VP’s have enough bandwidth to suppdie that only at the end of each VP, must the network layer

simultaneous requests from client to server and a single ~ Software be involved in setting up the VC routing tables
response from server to client (assuming the server in support of the new VC.
controls the bandwidth for responses on a link). 2) If the QoS class is CBR or VBR, the fact that a VC

3) The VP’s obey the constraints imposed by the different uses a VP reduces the available bandwidth on that VP.
types of S\Nitching nodes (e_g_, no VP terminates at a Therefore, the amount of reserved bandwidth for a VC

PX node). is proportional to its VP hops.
4) The number of VP’s that use any given physical link is A technique for reducing the effect of propagation delay
bounded byL,... (see Observation 1). on the setup protocol has been suggested [18] in which the

Optimization Goal: Find a feasible solution which reducessetup protocol triggered by the client to set up a VC from

the overhead of the setup of VC’s from client to server, bifie client to the server will also create the VC in the opposite
achieving the following two targets. direction (from the server to the client) to carry the response by

1) The maximum number of VP hops between any clietipe server. This technique reduces the setup overhead of two
node to the server's node is minimized. At the end dpund-trip delays by half. This setup is termiaiplicit setup

this section we shall reason why this improves the setl[p [18] and requires that the routes taken by the VC from
performance and bandwidth utilization in the network.C ient to server and vice versa will be along the same route in

2) The physical route that each VC takes incurs minim@pPPOsite directions. Such pairs of VC's are ternfigittduplex
delay—both propagation, fixed node processing antlc'S: & full-duplex VP is similarly defined. The bandwidth of
queuing delays are taken into account. (Variable queuiﬂgf‘_J"'dUpIex VC/VP will be denoted by a pa{X, ') where
delays are outside the scope of the paper and should-hdS the bandwidth from the client to the server arids the
negligible for the QoS classes discussed herein.) ndwidth in the opposite direction. Hereafter we discuss only

results can be easily adapted to any other route rela#fh VC'S/VP's, so the term “full-duplex” is omitted.
cost model—see discussion in Section IlI-B-2.

Observation 1: The number of used VP routing entries at
a given port processbiis equal to the number of incoming
VP’s that use the attached link. This holds since the VPI of a
cell that belongs to such a VP is used by the port procesgar Simple Approaches

as an index into its VP routing table. _ Three straightforward solutions to this problem suit specific
It is more convenient to think 0Ly, as the maximum ,qyjications and small networks but do not scale well for other

number of VP’s that share a link, rather than a limit on thg;gag (see Fig. 1 for a pictorial demonstration).

routing table Ioa.d. _ _ Simple-1: Create a permanent VC from each client to the
Observation 2:An important fault tolerance issue thalgeryer (and vice versa)—whenever a client wishes to send a

stems from Observation 1 is based on a VP rerouting protoggly ,est, it may do so with no setup overhead. The main draw-

suggested in [7] for recovering the network from link failures; ¢ of this solution is that these VC's must be maintained

upon a link failure, the network reroutes VP’s that use th@_g_ when a physical link fails), a network-management

overhead that is not justifiable if they are not frequently

2We assume here the widely accepted switch architecture of [7], in whigltilized. Another major drawback in the case of CBR and

the switch includes port processors that connect to the switches’ ports. E ffic is its ineffici bandwidth all . h h

port processor has a VP and/or VC routing table, by which it determines h R tra. IC Is Its Inefficient an width allocation—each suc

to handle incoming cells. VC requires allocated bandwidth that cannot be reused by any

I1l. SOLUTIONS
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. A physical link

AVC
N Avp
[ A client

The server

Fig. 1. Solutions to the VP layout problem. (ajv8Le-1. (b) SmpLE-2. (c) SmpPLE-3. (d) Our solution.

other client. This is especially problematic from the server to TABLE |
the client, where the bandwidth requirement is significant. CHARACTERISTICS OF THEDIFFERENT LAYOUTS. “ENTRIES’ REFERS TO
. . . , THE MAxiMuM NUMBER OF VP ENTRIES PERVP ROUTING TABLE,
Simple-2: Create a permanent VP from each client's “BANDWIDTH” REFERS TOMAXIMUM BANDWIDTH PER LINK, AND
switching node to the switching node connected to the server “Hops Rerers To THEMAxiMUM NUMBER oF VP Hops PERVC
(and vice versa)—this solution has the advantage omerLE-

Solution entries | bandwidth | hops
1 that the individual VC’s from the clients to the server are (a) SIMPLE 1 None 5 0
only created upon request; hence, if many clients are connected (b) SimMPLE-2 4 4 1
to the same switching node, they are supported by the same (c) SiMPLE-3 1 1 3

(d) Our solution 2 2 2

VP. In this case a VC setup is necessary for every client's

request, but this VC involves only a single \?Pthus 'S includes the appropriate link. This solution results in very long
setup is very efficient. A main disadvantage of this S°|Ut'°§btup times and is thus impractical when the physical network

is that the allocated bandwidth to each such *direct” Vg gparse and VC's traverse a large number of links. It is a
may be reused only by clients that are connected to the sajii&,je solution for dense networks.

switching node. Another disadvantage is that VP routing tableSExampIe 1: Consider Fig. 1(a)-(c), which demonstrates the
at nodes that are close to the server tend to get overloadedj,jbe above-mentioned solutions and one of the options en-
a client/server application is large (or the servers of numeroy§ieq by our solution [Fig. 1(d)] on the same network. Table |
such applications are in the same network vicinity), the Vf{ac|ydes the resources utilization of these solutions. In the ta-
routing tables close to the server are easily filled up enﬂrebre, bandwidth is measured in multiples @W,eq, BWiesp)
with entries of such VP’s. As discussed earlier, this als(q).e” 6 stands for a bandwidth @6 - BWyeq, 6 - BW,esp)).
reduces the efficiency of VP-based fault recovery.  ag shown in the next section, our solution may be tuned to
Simple-3: Create only VP’s that span a single physical linky-oq,ce many different VP layouts, and the solution depicted
This solution is optimal in its degree of reuse, since a VP Mgy the figure is only one option. In the figure we did not mark
be shared by all clients for which the chosen physical rouige gelay of the various links; however, we assumed all delays

N o th oy e from the client to th to be equal, except for the delay on the link between the upper
ssuming there are no -« 's en route from the client to the server—no . f . .

VP can pass through@X node without terminating at it. Hence, the numbelleft and the lower left SWItChe.S’ which is higher (and accqunts
of VP hops of a given route is at least the numbeCt’s included in it.  for the fact that none of the clients uses the upper left switch).
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B. Our Approach It is, therefore, challenging to find efficient solutions for
The General FrameworkTo overcome the shortcomings it. No good approximation algorithms are known to this
of the above ®PLE-2 and $vPLE-3 solutions, we have problem.

devised the following algorithm, which is essentially an in- 3) [N Section 11I-C we present a novel efficient bandwidth
termediate solution between these two extremes. The solution &llocation scheme tailored for client/server applications,
can be tuned to become either of these solutions, but also any 0" Which the optimal spanning subgraph is clearly a
intermediate alternative, thereby displaying a tradeoff between tree.
the setup time and the amount of necessary resources at evefere are a few different options for a CSBT, depending on
network element (i.e., link, switch). Our solution is based offi¢ resource constraints and cost model.
three main phases_ CSBT-1—Minimize Delay and Cogt, Where C
Phase 1: Given the topology of the networki and the X nodes:a,» BW(a, b)Dist(a, b): This is  the CSBT
amount of available bandwidth on each liRY ,aii(e), We mentioned earlier that is assumed in the rest of the paper
find a tree that spans all of the client' switching nodes, tH€ 0 its good characteristics, reasonable cost model, and
server's switching node, and all necessary intermediate nod@gorithmic feasibility. To find such a tree, take the given
All of the routes of VC's used for the given application willgraph G and remove from it links that do not have enough
be included in this tree; hence, it is termed tient/server bandwidth to supportCy.x VP's with (BWieq, BWresp)
base treg(CSBT for short). There are several different sets @andwidth each. In the remaining graph find paths with
properties that may be desirable for a CSBT. Each such §gprtest delay from the server to all of the clients (e.g.,
yields a different tree, and the possible options are discus$tind the Bellman—Ford algorithm).

below. Between these options we have chosen to focus on d his algorithm clearly finds shortest delay paths (among the

CSBT with the following properties. feasible ones). Also, since the bandwidth from the client nodes
* The route between any client to the server is as short t%sthe server does no'_c depe_no! on the tree, the C.OSt IS reqluced i
L . . . the sum of distances is minimized, and, hence, if each distance

possible in terms of its propagation and processing del

- The allotted bandwidthBW...u()) on each tree link: a%m a client node to the server is separately minimized.

is large enough to accommodate the required bandwi CSBT-2—Minimize Delay and Codl, Where C' o

for all VP’s that use:. Since there are at mogt, .. such tree edge: € COSt(G):. This tree is hard to find algorithmically.
VP’s, the total required bandwidth has to multiplied b)l/ts NP-harc_zIness_ IS_proven in th_e A_ppend|x subse_ct|0n
' A. In addition, its cost model which ignored bandwidth

a L.« factor. . )
- considerations seems less reasonable.
Phase 2: Given CSBT and the type of each node, we de- ~ggT.3__Minimize CostC Only, Where C x

termine a set of VP’s that enable connecting each client to t% Cost(c): If the previous tree characterization

: H ’ tree edge:e
server using the path in CSBT, so that no more ian. VP's  ig" simpiified by removing delay considerations, then the

share any tree link, and so that the number of VP hops betw§ggpiem is identical to the Steiner tree problem, which is

any client to the server is minimal. This phase is the central fRI'P-hard, but many heuristics are known to solve it with an
cus of the paper. In Section V we formally define the prOble%proximation factor of two [21].
in this phase a_nd present an optimal greedy algorithm for it. CSBT-4—Any Tree for Which the Bandwidth Used Per Link
Phase 3: While the above two phases are performegoes Not Exceed the Available BandwithiV .. .a(e): While
during a design phas_e, this phase pertaln_s to the ru_n—t_@gBT_l only considers links that can suppSi... VP's, it
aspects of the service. These aspects include variatigRgy pe useful to also consider links with less free bandwidth
in the protocols for setting up (and taking down) VC’%BW@W‘;(C) < {Lmax - BWreqs Linax - BWresp)). Such an ap-
[18] and protocols for dynamically changing the desigBroach may yield a feasible solution in places where CSBT-1
of PHASE 1 and RASE 2, upon a request of a client t0cannot find one. The main drawbacks of this approach are: 1) it
subscrlbe/upsubscnbe from the service. yields solutions that tightly fit into the available bandwidth and
An overview of the three stages is given below. For salfﬁay leave no room for expanding the CSBT to support more
of brevity, we do not extend the description af#3€ 1 and  cjients and 2) it is algorithmically hard to find; the NP-hardness
PHASE 3 beyond this overview (with the exception of the NPyt the algorithm is proven in subsection A of the Appendix.
completeness proofs in the Appendix), and focus in the rest gyerview of Phase 2This phase is based on a greedy
of the paper on RASE 2. procedure calledind _layout , which is described in detall
Overview of Phase 1in this paper we assume that they Section V-B.find _layout takes as an input the tree
base subgraph that spans the server and the clients is a ¥888T, an upper bound on the number of allowable VP hops
We do so for the following reasons. (h) for a client to the server, and an upper bound on the
1) Trees are easy to understand and manage, and atewed load at any tree link{(,,..); it returns as an output the
very suitable for such applications. This makes themlayout of VP’s, or announces that it cannot find a layout that
plausible choice for service providers. Current telecomeets the above bounds. In Section V-C it is proven that if
access networks are predominantly trees for simil#inere exists a layout that meets these boufidd, _layout
reasons. will find it.
2) It was proven in [14] that if the base is of general The procedure views CSBT as rooted at the server’s node,
topology, then the problem ofHASE 2 is NP-complete. and gradually extends VP’s from the leaves toward the root. At
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every nodev thatfind _layout handles, if there are clientsof bandwidth allocation. In this section we present a novel
attached tav, find _layout creates a new VP from it (that bandwidth allocation scheme that suits client/server applica-
includes at this point only the link from to its parent) and tions based on CBR and VBR QoS classes. The scheme is
strives to extend all of the VP’s from’s subtree (including considerably more efficient than the traditional scheme. The
the new VP) toward the root. However, in most cases the VPsslution in this paper may be used in conjunction with both
do not reach the root for several reasons. traditional and new schemes, as well as with ABR and UBR
« Wheneverfind _layout encounters a VC switch (i.e., classes.
v is aCX node), all of the VP’s in its subtree must be In what follows we assume that the server is capable of
stopped ats (by definition of aCX). handling a single request at a time (since this is the common
« If the load on the link from the current nodeo its parent case). The results may be extended to the case wheteh
(i.e., toward the root) exceed§,.., find _layout requests are handled in parallel, in a straightforward manner.

reduces the number of VP's that share this link bip this context there are two possible schemes.
stopping some of them at(if v is a PCX) or by stopping The Conservative Schemélse a traditional bandwidth al-

some of them at the closest descendantss dhat are location scheme for client/server applications—allocate the
PCX’s (if vis a PX). necessary bandwidth to accommodate uyq, simultaneous

Whatever the reason, if a VP is stopped before reaching fh"dwidth reservationgNeq - BWiey; Nreq : BWresp). Each
root, then the VP hops from clients that use the VP to accd@Plicit VC setup procedure will allocateBWreq, BWresp)
the server is increased. The crux of this algorithm is in tRandwidth for both of its directions. This scheme was assumed

choice of VP's to be stopped, so that the maximum VP hoff the above discussion. N

from client to server is minimally increased. The Efficient SchemeRely on the server for policing the
Overview of Phase 3The run-time protocols for clieny Utilized bandwidth—allocaté e - BWreq,.BWreSIQ band-

server connections over ATM can be divided into two catd¥idth on everylink that is part of CSBT; danot allocate

gories: protocols that use the VP layout for request/resporf@dwidth to each VP separately. During VC setup, do not

messages and protocols that change the layout. allocate bandwidth to the VC. Since the server handles each
The first category includes the VC implicit setup/teardowffauest sequentially, it never transmits more tHaNV .,

protocols. These protocols are essentially identical to regugndwidth in the direction of all the clients together, hence

VC setup/teardown protocols, with the exception that impncheeping the utilized bandwidth on any link under the allocated

setup must allocate entries in VC routing tables in bo Wieesp- o ]
directions (i.e., from client to server and vice versa)—along the 1he o schemes suit different cases. If the client/server

lines of [18]. In addition, bandwidth for a request and respon&@Plication is supported by a general-purpose public network
(BW BW,ep) is allocated in the appropriate directionsprov'der’ it is more reasonable to use the conservative scheme
req» resp H

Teardown may be performed either explicitly or implicitlySINce it does not require a specialized signaling mechanism
(see [18] for details). and sywtch funct.|on.s fo_r such applications. On the.ot_her
The second category includes changes in the VP layoll@nd: if the application is supported by a more specialized
caused by changes in the set of clients that may potentidig™ork (e.g., a Web network), in which most of the con-
access the server. A new signaling mechanism is neces%‘?lft'qns_"f‘re for client/server applications, an efficient scheme
for informing the network that a client wishes to subscrib®Ill significantly improve the utilization of the bandwidth
to (or unsubscribe from) the service provided by the servéfSource. _
If there are no subscribed clients previously connected to the Ul Solution can be adjusted to both schemes, the only
client's switching node, then a new VP must be added (gp“ference belngiln 'Fhe allocation of ba_de|dth for the CSBT
an old VP must be removed) from the network, an operatiéft FHASE 1), which is done along the lines of the appropriate
that involves updating CSBT and changing the VP |ay0l§f:heme. In the conservative scheme_ each VP_|s a_lllocated
(of PHASE 2). As far as CSBT is concerned, it is easy t&/Vrea - BWreqs Nieq + BWresp) bandwidth, resulting in a
obtain a new optimal CSBT with only local changes in thE'aximum of (Limax - Neeq * BWreq, Limax - Nreq - BWresp)
network: as far as the VP layout is concerned, however, digndwidth per link; in the efficient scheme each physical link
to the properties ofind _layout , there is no simple way N CSBT is allocated onlyAreq- BWieq, BWresp) bandwidth,
to obtain a new optimal layout without global changes, which decrease of a factor of Nealicq - Limax- o _
are impractical during the ongoing operation of the network. Observation 3:If the efficient scheme is _used, it is obvious
Therefore, a practical compromise would be to update tH22t the base subgraph foHASE 2 should indeed be a tree,
layout locally on every such event, reducing its optimality>Nc€ th'e to.tal bandW|dth'r(.eqU|red by the whole client/server
and to occasionally reconstruct the whole layout in an optim@Pplication is provably minimal.
manner using RASE 2 (whenever resource utilization of the
current layout deteriorates severely).

“Note that in order to suppat., concurrent requests, it does not suffice
. . to allocate{Nreq - BWreq, BWresp) bandwidth for every VP, since if several
C. Bandwidth Allocation Schemes clients that use the VP attempt to concurrently set up VC'’s, all attempts but
. . . . one will be rejected by the network, since all of #&V s, bandwidth in the
In the above discussion we did not take into accou'arﬂection of the clients will be allocated to a single clieff.q was assumed
the effect of specific client/server properties on the schemebe one hitherto.



438 IEEE/ACM TRANSACTIONS ON NETWORKING, VOL. 6, NO. 4, AUGUST 1998

Max VP hops

Fig. 2. The tradeoff between load and VP hops.

IV. SIMULATION RESULTS represents the I8PLE-2 solution andh=9 approximates the

We have tested our solution on randomly chosen CSBTSMPLE-3 solution): From the figure, it is evident that three
Our results are depicted in Figs. 2 and 3. The simulations wefé Nops are sufficient to support a reasonable number of
conducted on random CSBT's, since the CSBT is determinSifnu/server applications on a large-size ATM network.
by both the topology of the network (which cannot be de-
terrr_lined at this_ stage f_or large scale networ_k_s) gnd by the V. OPTIMAL SOLUTION EOR PHASE 2
available bandwidth, which depends on the utilization pattern
in the network. For the sake of simplicity, we have assumed
that all switches ard?CX’s. A. The Formal Model

Fig. 2 shows an interesting tradeoff between the number ofWe shall need the following definitions to allow a formal
VP’s that share a link (Max load), and the maximum numbdieatment of the problem (for basic terms and definitions, see
of VP hops. The graphs were obtained for 15 random CSBT$]).
with 10000 switches each (drawn in full lines), and a chain Definition 1: A heterogeneous network’ is a tupleN =
tree, with the server at one end. The latter represents a wofdt: s, CN, CX, PX, PCX), where:

case tree (drawn in a dotted line). It is interesting to note that7” = (V, E) physical tree CSBT produced by

while the solution of a single VP hop (i.e.IMPLE-2) requires PHASE 1,

an average load of above 500@, suffices to allow two VP CX C V set of CX nodes in7” (in which VP’s

hops to reduce the average load to below 60 (and below 14 always terminate);

if three VP hops are allowed). PXCV set of PX nodes in7’ (in which VP’s
Fig. 3 shows the scalability of the solutions in terms of never terminate);

the average required multiple of bandwidth units (where PCX CV set of PCX nodes in CSBT (in

(BW,eq, BW.esp) is considered a single unit) in the conserva- which VP’s may either terminate

tive scheme and assuming.., = 1. The results are based on or not);

an average of the maximum required bandwidth units in eachCX, PX, PCX mutually disjoint sets, the union of

CSBT, taken over ten CSBT's per each network size. The which is equal toV;

dotted line labeledcpn=4 shows the behavior of I8PLE-1, seCX U PCX server nodeof the current applica-

assuming there are four clients per node (hence “cpn”). The tion;

line labeled byh=i shows the bandwidth requirement when CN C CX U PCX set of client nodes

the number of VP hops is not larger than(note thath=1 We shall denote these entities BYA), s(N), CN(N),
CX(N), PX(N), and POX(N), respectively. We also ab-
5Note that this load is unacceptable even if all of the routing resources BfeviateE(T(N)) to E(N) and V(T(N)) to V(N)
the switch were dedicated to the client/server application in question, since L ] A b K with |
the maximum size of each such routing table is only 4096, since the VPI field Definition 2 (CSVPL)' Let € a network with tree topol-

is limited to 12 bits inside the network. ogy T(N) and letP(T(N)) be the set of all simple paths in
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(max deg=10, num of trees=10) cpn=4

10 T

Max load

h=2

h=4
h=6

h=8

Number of nodes

Fig. 3. Scalability of our solution.

T(N). A client/server virtual path layout (CSVPL for short)minimum number of VP’s that may be used to form a VC
¥ = (N, Gy, I) is represented by a graphiy = (V, Ey) between a client node and the serves, such that the VC
rooted ats(A) and a functiorZ: Ey — P(T(N)), where an uses the simple path in CSBT. Note that the path has to be
edgey = (a, b) € Eq corresponds to a VP betweerandb. shortest possible in both the physical tree (CSBT) and the VP
The functionZ maps each VR) = (a, b) to its pathZ() in  layout (CSVPL). A formal definition is given as follows.
T(N), so thata andb are the endpoints df(y)) as well. We Definition 6 (VP Hops): The VP hopsH(v, w) for a pair

term this path thenduced pathof the VP. of nodesv, w € CN(N) is the minimumk such that:

We extend the definition of to simple paths inGy as 1) 3p = (1, 2, -+, Y1) € P(Gy), (3; € Ey for all i);
follows. 2) 3z, y € VIN), ¥1 = (v, 2), Y = (y, w);

Definition 3 (Induced Path):The induced pathZ(p) for a 3) the induced patt(p) is a simple path between and
pathp € P(Gy), wherep = (41, 92, -+, ¢y) andyy; € By w in T(N).

for everyt, is the path obtained by concatenating the inducq:pno suchk exists, definét(v, w) = co; also defingH(¥) =
pathsZ(#;) of all #;’s. max,ccn oy Hv, s(V)).

Definition 4 (VP Routing Table Load)Theload £(¢) ona  pefinition 7 (Rank):Let ¢ = (a, b) and leta be closer
link e € E(A) is the number of VP's) € Ey that includee 4 the server in the CSBT. Theank of ¢ is the maximum
in their induced paths, namelf,(c) = [{¢ € Ewle € Z(Y)}|.  vp hopsH(v, a) from any client nodes which usesy in
The load definition is extended to a CSVRL by £(¥) = jis shortest VP route to the server (again, shortest in both
maxee E() £(¢). respects).

The next definition limits the discussion to layouts that pefinition 8: Given £, a CSVPLV is L-optimal if it is
satisfy the routing constraints of the various node types, aptaasible and its worst-case VP hop codhtd) is minimal
VP hgp.s_ constramt; . amongst all other’-feasible VP layouts.

Definition 5 (Feasibility): For a n_etwork/\/_ and£ >0, a Example 2: Consider the CSBT in Fig. 4 (depicted in bold
CSVPL V¥ is L-feasibleif the following conditions hold: lines) and the CSVPL (depicted in thin lines). It is easy to

1) for everyv € PX(N), there is no VR(v, z) € Ey; verify that the CSVPL obeys the routing rules of the various
2) for everyv € CX(N), there is no VP(x,y) € Ew, nodes, e.g., at node some VP’s go through the node while
such thatv ¢ {z, y} andv € Z((z, v)); others terminate, at nodeno VP terminates, and at nogdeall

3) L(V) < L. VP’s terminate. The VP hops of the CSVP{(¥) = 5 since

Thus, in a feasible CSVPL, all of the VP’s that include #&r nodeq, H(a, s) = 5. The shortest route fromto s, which
CX node terminate at that node, and all VP’s that include also simple in CSBT, i, ¢), (¢, d), (d, e), (e, f), (f, s).
a PX node cannot terminate at it and are switched to atote that if the physical tree is ignored and routes need only
adjacent node. be shortest in CSVPL, then the VP hop count frano s is

We now define an optimal solution as a feasible solutidhree—(a, ¢), (c, b), (b, s). The rank of VP(e, f) is 4 since
which minimizes the VP hops between any client to the servdiris the fourth hop toward the server for nodeThe load on
To this end we first define the VP hop¢(v, s) to be the link (f, s) satisfiesC((s, w)) = 4 and this is alsal(\W).
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Overloaded link

[T A PCX node rank>i : all VPs with [
A I rank=1 with rank above
A CX node . r ! icontinue T+ { ~-- rank=i+1: the rank of the VP
O A PX node rank>1,<7 / lL/H ranke=i starting at v is now i+1
I

I
& The server node \ \\ '

rank<=i : all VPs with rank
A\ [s A client node v / / % // \/‘{\\’up toistopatv
|

_—— A VPinCSVPL //

—— A physical link in CSBT [ / \:i \\ \§§

Fig. 5. Transformation of a node € PC X (A)—Transform( L., i).

Fig. 4. A CSVPL on a CSBT.

Overloaded link

B. The VP Design Algorithm

We now present a polynomial time greedy algorithm
find _layout that produces an optimal CSVPL for any
given load. The algorithm framework is based on the one
presented at [14]; however, the present case is much more
complex due to the various types of switches (in [14]
all switches were assumed to hBCX's, a fact which
substantially simplified the algorithm and its analysis). We
first describe the algorithm informally, then present a more=/.\. | | Ag X
formal pseudocode, and finally show an example of how the [}
CSVPL evolves during an execution of the algorithm.

Fix some constant integérsuch thath > H() (the depth
of CSBT will do). Thefind _layout algorithm represents
the VP’s using vectors with elements (i.e., vectors ovat")
and, therefore, we shall need the following vector notations.

Notation: Let X, Y e N*, ce N, 4,j € {1, ---, h}. We

A PCX node

O
/N ACXnode
O A PX node
|

The transformed PCX node

use the foIIowing notations: Fig. 6. Transformation of @C X node due to an overloaded vectby, of
X[¢] ith element in the vectoX; a PX nodew.
|IX||  sum of all the element[¢];
X[i: j] part of the vector from théth to thejth position;  assuming that the maximum rank of VP’s that stopped it
dl:4 vector of: elements that are equal t k: — 1. ConsequentlyL, = O[1: k — 1] e 1 e G[1: & — K.
X oY concatenation of the vectors andY’; At this stage, if the load on the link fromto its parent is not
X +Y vector sum of the vector&” andY". too high (i.e.,||L,|| does not exceed,,..), find _layout

find _layout starts from the leaves of the tré@&A") and proceeds to another node. However, if the load is too high, it
advances toward the roet/\V'). For each node, it maintains is reduced by transforming VP’s at some chosen no(lgsing
the number of VP’s, say, that contribute to the load onthe Transform procedure defined below). The transformation
the link from v to its parent in the tree. This number is splitnvolves stopping some VP’s at, thereby changing the load
into A components represented in a vecior € N* such vector L,.
that ||L,|| = £, where L, [¢] represents the number of VP’s The node that is transformed depends on the type of node
with rank . For example, in Fig. 4; = (3, 0, 0, 0, 1, 0), v—if v is a PCX node, then it is transformed: (= v) so as
since three out of the four VP’s traversing lirfl{, s) have to not increase the VP hops significantly (at lirl&-15, see
a rank of 1 and the fourth VP has a rank of 5. Specificallfig. 5). If v is a PX node, it cannot be transformed (since
find _layout creates a VP with rank 1 for each leaf invVP’s are not allowed to stop at) and z is chosen to be a
CN(N) (at line4) and no VP for leaves that are not clientsdescendent o, which is a PCX node and which has the
nodes (at the same line). At an internal nadethe vector largest number of VP’s that can be stopped without increasing
L, is equal to the vector sum of all of the,, vectors from the VP hops significantly (at line$8-21, see Fig. 6 ). In
its sons—reflecting an attempt to extend all VP’s through this case, the algorithm may iterate on the descendants of
An additional VP with rank 1 is added to this sum fram and repeatedly transform them until the loadsa$ decreased
toward the server ifv is a client node (at lin@). This VP below the required level or until it determines that there is no
will be used to carry VC's from the clients connected directlway to decrease the load as required.
to v. If v is aCX node, then all VP’s from the descendants The idea behind the transformation in Fig. 5 is that it is
are stopped at (by definition of aC'X node) and a single better to stop VP’s with as low of a rank as possible (i.e.,
VP starts fromw toward the server. The rank of this VP&s VP’s with rank j, which is lower than some valugin the
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0 function find layout( tree N, integer Lm,.) return {SUCCESS,FAILURE}
1 var L: set of vectors {L, € N*jv e V(N)} )
2  begin
3 for all we V(N):
4 if w is a leaf then L ¢ FExtra(w) otherwise L,,+UNDEFINED
5 loop forever
6 choose a node v € V(N) such that:
(a) L, = UNDEFINED,
(b) for all z € SONS(v), L, # UNDEFINED.
7 if v = s(N) then return SUCCESS
8 loop forever
9 L,,(—Z,Esom(u)L, + Ezxtra(v)
10 if v € CX(N) then Transform(L,, H(L,))
11 if ||Ly|| € Lmaz then exit internal loop
12 if v € PCX(N) then begin
13 find i € {1,...,h — 1} such that
(@) |Lo[i +1:A]|| < Lonazs
(®) Lofi : Alll 2 Lona-
14 if no such i exists then return FAILURE
15 Transform(L,,1)
16 end if
17 if v € PX(N) then begin
18 find a node w € Ppcx(v) and an integer i € {1,..,h —1} such that:
(a) ||Lw[l:4]| > 1,
(b) For every w' € Dpox(v) \ {w}, Ly[l:7] > Ly [1:1],
(c) For every w' € Dpcox(v), ||[Lw|l:i—1]|| <1.
19 if no such 7,w exist then return FAILURE
20 Transform(L,,, i)
21 Update L, for every z in the path from w to v
22 end if
23 end loop
24 end loop
25 end

Fig. 7. Thefind _layout algorithm.

figure). This causes the rank of the VP that starts & be nodes thafind _layout chooses to transform. For sake of
1+ 1. All of the other VP’s that go through, continue toward brevity, the steps in the figure correspond to multiple steps of

the parent ofv. find _layout as long as these steps are independent of each
Definition 9: Define the following: other. We shall refer to the subtrees of this CSBT as the left,
« a transformation on a vectdr at location: is (see Fig. 5 middle, and right subtrees. Note the following:
for a visual demonstration) « The first transformation takes place in the left subtree.

Before it, the ranks of VP’s from the children of the PCX

node had ranks 1, 2, and 8nd _layout only stops

« for a nodew, define the addition irL,, that is needed if the VP with rank 1. Thus, the node’s load vector changes
v is a client node by from (2, 1, 1, 0) to (O, 2, 1, 0).

e The second transformation involves the left and middle
subtrees. ThusP pcx (v) includes both PCX nodes from

Transform(L, i) = L « 6[1 cile(L[i+1]+1)eL[i+2 : k]

Fxctra(v) = { 1e0[1:h—1], if ve CN(N)

Ot : A1, otherwise these subtrees. The PCX node of the middle subtree is

« for a vector V. e N define H(V) = max{i € chosen since it has VP’s with rank 1 while the PCX of
{1, .-, R}|V[i] > o} the left subtree has only ranks 2 and 3.

« for a nodev € PX; defineDpcx(v) to be the set of = Since the second transformation does not reduce the load
descendants af which are PCX nodes, and for which enough, a third transformation takes place for the same
the root tov consists ofPX nodes only (see Fig. 6). subtree, this time involving th& C' X of the left subtree

A formal description of the algorithm follows in Fig. 7. again and stopping its VP with rank 2. Its load vector

Example 3: An example of the execution of the algo-  thus changes from (0, 2, 1, 0) to (0, 0, 2, 0).
rithm appears in Fig. 8. Links in which the load exceeds ¢ The next transformation involves the entire tree, and
Lmax = 3 are pointed to by arrows. Circled in grey are the  Dpex(v) for the rootv contains three PCX nodes, one
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Fig. 8. Execution offind _layout for Liyax = 3.

per subtree. The chosen PCX is of the rightmost subtregery given network\V" and £.,.x, by the following theorem
as it has VP’s with rank 1. (for a detailed proof, see subsection B in the Appendix).
* Finally, the last transformation involves the VPX of the Theorem 1:The find _layout procedure finds ani-
left subtree again, now stopping the rank 3 VP at it. Asptimal CSVPL for any given tree network’.
a result, its load vector changes from (0, 0, 2, 0) to (0, Sketch of Proof:The proof is based on the claim that if
0, 0, 1). there exists a solution for a givel and a maximum load
constraintl,,..., thefind _layout will find such a solution.
. This is done by inductively comparing the given “optimal”
C. Analysis CSVPL to the CSVPL produced bjnd _layout , starting
The proof of correctness of the above algorithm (i.e., proat the leaves of the tree.
that the resulting CSVPL i€ ,,,.-feasible with respect td/) We first show how every CSVPL may be expressed by load
is straightforward and is omitted for the sake of brevity. Weectors{,|v € V} (termed thevector representationf the
prove the solution thdtnd _layout produces is optimal, for CSVPL). Next, we prove that ifL,|v € V} is the vector
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representation of the CSVPL found figd _layout , then at APPENDIX
every nodev, || L,|| < ||M,]||. This proves that the solution of

find _layout is optimal since its load on each link does not

exceed that of any other solution. To this end, we strength&n NP-Hardness of Finding the CSBT

the claim that_we Wis_h to prove and we add the condition |, this appendix we prove that two of the options for a
that L, < M, in a lexicographic order [in what follows, all cggT, spelled out in Section 11I-B-2, are NP-complete.
comparisons between vectors L are lexicographic, using A simplified version of the CSBT-2 option is the following
an order in whichM/[1] is the least significant component, €.9.9ne for the case when all links have unit delays.

(9,11, 1)< (2, 12, 1)< (0, 0, 2)]. In fact, the transformations Problem: Shortest distance Steiner tree (SDST)

infind _layout were chosen so as to support this additionallnstance'_ An undirected graphd = (V, E), a Sljbset of

condition and aid the analysis. nodesS C V, a noder € S, and an intege
It is important to note that these two conditions (namely, I - - 9eb.
ILo|| < M| and L, < M,) do not hold for the final Question: Does there exist a tréE in G that spans all of the
set of vectorsL thatfind __Iayout produces; they do hold, 2ZSESn'ggesiur;,h;:git:;etﬁzosr;e;tedilrséagsg ik:]eTtW een
however, for each nodeimmediately after has been treated and such that the number of edae<firdoes n('Jt
by the algorithm and before it is revisited for subsequent exceed B? 9
transformations (i.e., before a new node is chosen at@ine _ .
Hence, the condition holds for the children of a nadehen ~ -€Mma 2: SDST is NP-complete.
v is first chosen at this line Proof: By reduction to the set cover problem ([11, Prob-
. , Y i
The time complexity of the above algorithm is boundelf™ |§|P4])—Sglven a 5_35 = {si}i_;, a set of _SUbSEt@ =
by the following lemma. This bound is quite loose, but stilf¢i}i—1 € 27, and an integei3, does there exist a subset of

exhibits a relatively low complexity. C, C' C C, and|C’| < B that covers all of the elements in
Lemma 1: The time complexity offind _layout on a 5 (5 = Ucecre)- _ _ _
network with N nodes isO(h - N?). Build a three-layer graph with a nodé in the first layer,
Proof: Infind _layout each node may be consideredonnected to nodes” = {¢/}|}, representing the nodes

for transformationO(XN) times (in a straightforward imple- in ¢ in the second layer. The third layer contains nodes
mentation of the procedure) if it belongs ®pcx(v) for S' = {s}}i=,, representing the nodes #, where each node
O(N) nodes in the network. At each such evefit)) time is ¢, is connected to nodes ifi’, which represent the elements

needed to determine if it is indeed chosen for transformafionthat the setc; contains.
Now, let the setS of SDST contain the nodes if’ and

7', let » of SDST ber/, and letB of SDST beB + k. It is

easy to see that all shortest path trees rooted #hat span

VI. SUMMARY the nodes irf’ include a single edge connected to eafhnd

In this paper we studied the problem of supporting S°0Me of the edges connected to node§’inA minimal tree

client/server application in an ATM network. We first listed th€Ontains a minimum number of the latter edges. Therefore, if
parameters that seem important for such applications on orlg> ! can be solved witl¥ +/ edges, then the sét can be
hand and for ATM networks on the other hand. We present@ﬂ/vered byB sets out ofC—the sets represented by nodes in
simple solutions to the problem and explained why they do nft cOnnected by a tree edgetb On the other hand, i can
scale well to large networks that are likely to be constructed H§ covered by up t@ sets, then the solution implies a SDST
the future. We then presented our solution, which can be tun8lin Up t0 B + & edges. o -
to adjust various requirements, expressing a tradeoff betweefs* SImPplified version of the CSBT-4 option is the following
the setup time of a VP layout to its resource utilization, arfle; for the case when the available bandwidth for each link
demonstrated numerically its characteristics. We also presen'l%dg .
a new bandwidth allocation scheme that is optimal for suchProblem: Bounded bandwidth spanning tree (BBWSP).
applications. Instance: An undirected graph? = (V, E), a subset of
Our solution is based on three main phases, amongst which nodesS C V, a noder € S, and an integeB3.
the second phase (that deals with laying out the VP’s from th@uestion: Does there exist a tré€ in G that spans all the
clients to the server) is the most complex, and in the second nodes inS such that if- and its adjacent edges are
half of the paper we focused on it. We devised a formalism for removed fronil’, each remaining subtree contains
the problem and presented a fairly fast algorithm for solving no more thanB nodes fromsS?
it. Finally, we have proven that our algorithm indeed finds an More explanation is needed here as to why the problem
optimal solution for any given set of parameters. represents CSBT-4 at all. Since the bandwidth required on a
The main conclusion from this work is the role of nodes th&SBT link from a subtree toward the server is proportional to
switch both VP’s and VC'sCX's) in the VP design—these the number of client nodes in the subtree, it grows on links
nodes enable the flexibility of choosing VP’s to tune the desidhat are closer to the root. If the available bandwidth for each
according to the required balance between the utilization @ik e is BW yan(e) = LinaxB, then there exists such a CSBT
various resources in the network. Without such nodes, oniffethe number of client nodes (i.e., nodes$) in each of the
the CSBT is chosen, the VP routes are fixed. largest possible subtrees is less thfan
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Lemma 3: BBWSP is NP-complete. L < M L < M
Proof: By reduction to the node disjoint path problem /. < : :
([11, Problem ND40])—given a grapty and a set of node : Le 7 M Lk < M
disjoint pairs{(s;, t;)}*_,, are there node disjoint paths from | & < M | = : = 5
eachs; to #? : Ly < My Ly < M

Add a new node- to the graph and connect it to eagh L= M Lo u
For eachi, add nodesX; = {x}}’_, and connect them to " - " ‘ b 5( )M'
a C

s;. Also add node¥; = {y/ k_i*1 and connect them te;.
DefineS = {r} U U, X; U UX_|Y; and letB = k + 1. Fig. 9. Load vectors 0Dpcx (v).

First, note that all the edges betwegnandr must be part
of the tree, or else the removal offrom the tree will split it Fig. 9(a) hold by the induction hypothesis. After transforming
into less thark subtrees and, by the pigeon-hole principle, on@me nodé: at line 20, the inequality fork may be violated
part will contain more thark(k + 1)/k = B nodes fromS. [asin Fig. 9(b)], in which case we show there exists some node
Next, it is easy to see that the only way for thenodes to be j for which the inequality is strict. Using this, we “borrow”
connected ter via a tree is to connect ea¢hto somes; using some of the load ofi{; to fix the inequality for node: [see
node disjoint paths (if the paths share a node in addition toFig. 9(c)]. A more formal proof follows.
a cycle is formed). The value d® and the different number Lemma 5:Let ¢ € N. If there exists an(¢, h)-minimal
of X; andY; nodes for each ensure that the paths in the treeCSVPL ¥ with vector representatiofiM,|v € V(N)}, then
are fromt; to s; (and not some othey;), since only this way for every nodev # s(/'), the following holds:
can each subtree contain no more tl#anodes froms. Thus, 1) if find _layout is called with£,.x = ¢, then it does
if disjoint paths exist, then there is a solution to BBWSP and not returnFAILURE while handlingv;®
if they do not exist, no solution to BBWSP can be fourld. 2) the vector L, produced byfind _layout satisfies

L, < M, whenfind _layout finishes handlingu
B. The Optimality Proof (before starting to handle a new node at I

In this appendix we present a detailed optimality proof of ~ Proof: By induction on the structure of the tre(\).
Theorem 1. For this purpose, we need the following definitiod¥ !€af nodesfind _layout  cannot fail (and condition 1
and lemmas. holds), andL, = Extra(v) by the algorithm andM, =

Definition 10: A CSVPL W is (£, h)-minimal if it is £- Extra(v) by Lemma 4, thus condition 2 holds as well. At
feasible,H(W) < h, and the deletion of a VR € Ey yields 2N internal nodev, by induction L, < M, for every sons
a CSVPL W with H(W') > h. of v. Let L, = 3. cons(v) Ls + Extra(v), and letM; =

Lemma 4: Let A be a CSBT tree. Every, h)-minimal  2_scsons(v) Ms + Extra(v). Clearly Lj, < M;.

CSVPL can be represented by a set of vec{di, € N'|v € The proof continues accor@ng to the thrge node types.
V(N), v # s(N)}, such that for every node # s(A) and ~ Case 1w € CX(N): . It is clear thatfind _layout
M, = 3~ csons(v) Ms + Extra(v), the following conditions cannot fail while handling such a node. Also it is clear that

hold: H(L) < H(M). It follows from line 10 that L, = 0[1 :
_ _ H(L)]e1e0[l:h— H(L,) —1]. It follows from Lemma 4
1) L((v, parent(v)) = ||M,]|; ,, 2 v/
. = = L, <M,. |
3) if CX(N), thenM, = 0[1: H(M/, le0[1:h — v .
) ;LIE}J\;) B g]_ ) [ H(M)] e 1o 0] Case 2—w € PX(N): If ||L,]| < ¢, thenfind _layout
4y if v eb PX(/,\/) then M. — M- does not fail and it is clear thdt, = L!, < M! = M,,.
5) if v e PCX(/\,/) thenjl\//[. > M’ If ||L,]] > ¢, thenfind _layout repeatedly transforms

. . X o odes inDpcx(v). After a transformation of node, we
Before proving the main lemma in the optimality prooky , gpqy that the transformeid, still obeysL, < M, or

(Lemma 5), we cite several properties of the above vect - - T
representation, @hange the vectois, to M, and the vectorM,, to M, for
some othery € Dpcx(v), so thatL, < M,, L, < M,.

Definition 11 ([14]): A vector L is caII(.aq k-nont.rlwal 'ﬁ. The transformation will also obey the conditidd,, + M, =
|IL[1:E—1]|] < 1 and||L[1 : k]| > 1; in particular, if 1.+ A7 By this we achieve the followina:
L[1] > 1 it is 1-nontrivial, and if |L|| < 1, then L is @+ My By This w eV wing:

oco-nontrivial. L,= Z L,

The following lemma is an extension of the one proposed
in [14]. Despite the usage of a similar technique, this lemma
is substantially harder to prove, the difficult case being the

wEDpeox (V)

< Z M, — (Maf + My) + (Mw + My)

transformation of @X. For this case, assume that the current weProx(v)
node v is a PX and that its load vectol., exceeds the < Z M, = M,.
maximum bound. Consider the list of load vectors for all nodes weDpox (v)

in Dpcx(v) in the optimal solutiond/ and in the solution
PCX( ) P 6Note that this is a weaker condition than the one specified above (i.e.,

of find _layout . L (assume_ they are numperéd o 5)- [|Lv|| £ ||My]]); however, the stronger condition was presented for sake of
Before transforming a node i®pcx(v), the inequalities of clarity, while the precise condition is the weaker one.
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Formally, letz be the descendent chosen at lit& during
some attempt to reduce the value|df,||; let ¢ be the index
chosen at the same line. By definitiah, is ¢-nontrivial. Split
Dpex(v) into the following two subsets:

T ={y € Dpcx(v)ly # = andy is j-nontrivial for j > i}
1~ ={y € Dpcx(v)|y is j-nontrivial for j < i}.

Let L, be the value ofL, after applyingTransform(L,, 7).
Clearly || L.|| < ||Lg||- If Lo[i +1: h] < M,[i +1: &), then
L. < M, and all nodess € Dpcx(v) obey L, < M,; if
L,[i+1:h]=M,[i+1:h], then two cases are possible.
1) For everyy € ¢+, L,fi +1 : h] = M,[i +1 : hl;
then sinceL, is i=-nontrivial, it can be shown that
Lyl < ||M,]|. However, sincé| L, || < ||M,]| for every
y €L we haved, cp, . lILyll < 3, ce 1Myl +
1Mz|l + 32 e IMyll = [[M]| and condition 2 is
satisfied as well.
On the other hand, if there exisis € ¢+ such that
Ly[i+1:h] < M,[¢+1:h], we transform the vectors
as follows:

2)

Ly ——0[1:de(Le[i4+1]+1)eL.[i+2:h]
M, —— My[1:i] e (M.[i +1]+1) @ M,[i +2: h]
My — M,[1:i] @ (My[i +1]—1) @ M,[i +2: h].

Clearly L, < M, and M, + M, = M, + M,. Also, the
inequality for nodey still holds (i.e., L, < M,) because
Lyi+1:h] < My[i +1:hland Ly[1 : 4] < L,[1: 4] <

M,[1:4] = M,[1:1]. O
Case 3—v € PCX(N): Assuming ||L/]] < ¢, then

find _layout
and

finishes handling; at line 11 without failing

L,= Z L +Extra(v) < Z M, +Extra(v) < M,.

sCSons(v) sCSons(v)

The left inequality is due to the induction hypothesis, and ti{(lazl

right one is due to Lemma 4.
Assuming||L. || > 4, then if there exists ne that satisfies
the condition at linel3, then

> Lih <

sCSons(v)

(<L [h] = > M[R] < ||M,.

sCSons(v)

The first inequality stems from the unsatisfied condition{w]
while the second inequality stems from the induction hy-
pothesis, and the third one from Lemma 4 (it is strict sindé’l

IMyll > 3, csonse) |Ms]| + 1). This inequality contradicts
the assumption that/ is a feasible solution.

If, on the other hand, such ahexists, it is easy to see

thatfind _layout does not returfrAILURE and it remains
to show thatL, < M,. Clearly M, > L! (since M, >

ZSESOHS(’U) MS + Extra(v) 2 ZséSons('v) LS + Extra(v)
L}); it is also clear thatM,, > L/, (otherwisef < ||L,|| =
13 ]).

Now, if M,[i+1:h] > L.[i+1:h], thenM,[i+1:h] >
L [i+1:h]+(1)e0[l:h—i—1=L[i+1:h], and since
M,[1:i]>0[1:4 = L[1:4], we getM, > L.

On the other hand, iM,[i + 1 : k] = Li[i +1 : A,
then there existsy < i such thatM,[j] > L.[j] (and
M,Jj+1:h) = Ly[j + 1 b)) and | M, || > |M,[ : h]|| =
ML + 1 Bl + M > 1L + 1 Bl + L[] > £—a

|

contradiction.

The above lemma concludes the proof of Theorem 1, since
if we take an optimal CSVPL a¥ (in the lemma), then
find _layout is guaranteed to find a layout that obeys
the load constraint, with vectord., that do not exceed
lexicographically those of¥. In particular, the VP hops
implied by L,, do not exceed those of the optimal solutién
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