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Abstract. This work presents a simple mobility scheme for IP-based networks, termed the “anchor chain” scheme. The scheme combines
pointer forwarding and caching methods. Every mobile host (MH) is associated with a chain of anchors that connects it to its home agent.
Each anchor defines the location of the MH at a certain degree of accuracy. The accuracy is increased along the chain until the attachment
point of the MH is reached. We develop distributed procedures for updating the anchor chain (binding operation) with MH movements
and for delivering messages to a MH (delivery operation). In terms of worst case performance, the total cost of the binding operations is
O (Move log Move), where Move is the total geographic distance that the MH has traveled since its activation. The total length of the MH’s
pointer path is linear with the distance between the MH and its home network, and the delivery cost is near optimal. In addition, the anchor
chain of a MH is determined dynamically with no need for preliminary definitions of static anchors or regions. Our simulation results show
that the anchor chain scheme also yields lower average overheads for both the binding and the delivery operations than other methods that are
described in the literature, including the current home approach. We believe that the proposed scheme is scalable, fairly easy to implement
and there fore attractive for supporting MHs.
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1. Introduction

Inrecent years we have been facing a rapid growth in the need
to support mobile hosts over global networks. Originally,
the TCP/IP protocol suite was not designed to support mo-
bile hosts. Typically, each host is assigned a unique address
that also provides routing information to this host assuming
its location is fixed. Therefore, the IP protocol should be aug-
mented with a mobility management mechanism for deliver-
ing datagrams to their destination hosts independent of their
locations. A mobility mechanism is composed of three com-
ponents: a location database for mapping network addresses
to locations; a binding (update) operation for informing the
location database regarding changes in mobile host locations;
and a delivery (search) operation for delivering packets to
their designated mobile hosts, based on the information stored
at the location database. The efficiency of such a mechanism
depends on the ability to guarantee delivery of datagrams to
their destinations with low overhead of the binding and deliv-
ery operations. In this work we present a new simple scheme
for supporting mobile users in datagram-based networks from
the infrastructure network point of view. The scheme is the
first to guarantee a near optimal delivery operation with low
binding overhead using worst case analysis. Moreover, simu-
lation results show that also in the average terms, this scheme
yields lower overhead relative to other methods that are de-
scribed in the literature [6,7,9,12—-14].
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The current standard for supporting mobile hosts [9] is
based on the home location server approach. Each mobile
host (MH) is associated with a home network and assigned a
permanent IP address based on its home network identifier.
As long as it is attached to its home network, packets are de-
livered to it similar to any wired host. The home network is
also required to include a home agent that tracks the current
location of the mobile host. When the mobile host moves to
a new location it acquires a temporary address that defines its
new location, termed a care-off-address (COA). Then, it up-
dates its home agent about its new COA. When a correspon-
dent node (CN) sends a packet to a mobile host, the packet
is routed to its home network. If the MH is not attached to
its home network, the home agent intercepts the packet and
tunnels (see [10]) it to the MH using its COA. In the opposite
direction, packets are routed directly to the CN.

Although this mobility management scheme is simple and
scalable, it has two main deficiencies. First, packets that are
designated to a mobile host are routed via sub-optimal paths
[11,13]. Second, the mobile host needs to update its home
agent about every movement, even when it is far away from
its home network. This makes the update operation expen-
sive and sometimes even impossible when the user move-
ments are too frequent [12]. Different methods for overcom-
ing these problems were described in the literature. Methods
for solving the sub-optimal routing problem are described in
[13,15]. These methods are based on caching the current loca-
tion of the mobile host at the correspondent hosts [13] or at the
routers [15] for providing near-optimal packet routing to the
mobile host. The problem with these approaches is the need
to maintain the caches updated. The mobile hosts can handle
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multiple communication tasks simultaneously, with diverse
remote correspondent hosts. Hence, updating the caches of
the correspondent hosts may be a very expensive task.

Most of the methods for reducing the binding overhead are
based on adding an intermediate entity between the mobile
host and its home agent. It enables the mobile host to up-
date a close mobility agent instead of its home agent, in case
it is far from its home network. This can be implemented
in various ways such as using pointer forwarding techniques
[8], local anchoring schemes [5,7], or hierarchical organiza-
tion of mobility agents as described in [1,2,12,14,16]. These
methods usually reduce the cost of binding on behalf of deliv-
ering. Some works [5,7] propose to combine caching with lo-
cal anchoring techniques for reducing both overheads. These
works present a probabilistic analysis for the expected cost
of the binding and delivery operation. However, they cannot
guarantee that in the worst case they achieve lower overhead
than the current home location server approach for both the
binding and delivery operations.

In this work we present a simple mobility scheme, that
combines pointer forwarding and caching methods for achiev-
ing low cost binding and delivery operations.! Since a mobile
host is physical device, it usually (but not necessarily) moves
from its current vicinity to an adjacent one. Under this local
movement assumption the proposed scheme reduces the cost
of binding by using a chain of anchors that connects the mo-
bile host to its home agent. Each anchor defines the location
of the mobile host at a certain degree of accuracy. These an-
chors are also used for efficient delivery of datagrams to the
MH. Upon initializing a communication with a CN, the MH
provides it with a record of its anchor chain. When the CN
wishes to send a message to the MH, it selects a node from
this record, termed an access point, and sends the message to
it. From that node the message is forwarded along the chain
until it reaches the MH. The scheme guarantees that the se-
lected access point is included in a chain of pointer that tracks
the MH location. It enables selection of an access point that is
close to the MH current location without sending the message
first to the MH home agent.

Under the assumptions of a correlation between communi-
cation cost and geographic distances, our scheme guarantees
that the (worst case) total cost of a binding operation sequence
is O (Move log Move), where Move is the total geographic dis-
tance that the MH has traveled since its activation. The total
length of the MH’s pointer path is linear with the distance be-
tween the mobile host and its home network, and the delivery
cost is near optimal. Our simulation results show that also
in the average terms the anchor chain scheme yields lower
average overhead for both the binding and the delivery oper-
ations than other methods that are described in the literature,
including the current home approach, local anchoring meth-
ods, hierarchical organization of mobility agents and others.
In addition, the anchor chain of a mobile host is determined
dynamically with no need for preliminary definitions of static

1 Radio resource management and or security/authentication are beyond the
scope of this paper and require additional research.
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anchors or regions. This makes the proposed scheme simple
and scalable.

The rest of the paper is organized as follows. Section 2
describes the system model. Section 3 presents the principles
of the anchor chain scheme. Section 4 presents the analy-
sis results and the upper bounds for the communication cost.
Section 5 deals with some practical implementation aspects
of the scheme including quality of service (QoS) support and
simulation results are presented in section 6. Finally, the ap-
pendix provides a complexity analysis.

2. The model

Our model is a connectionless communication network,
termed the infrastructure graph. This graph consists of a set
of nodes V, where each node represents both a local network
to which mobile hosts are attached by base stations, and a mo-
bility agent that manages the operations of these base stations.
Thus, each node v € V defines a vicinity that represents some
geographical managed area. For simplicity, we assume that
node v is located at the center of its vicinity, and its location
is defined by the coordinates (x,, y,). Furthermore, the union
of all the vicinities defines the coverage area of the system.
Two nodes are called adjacent if their vicinities meet.

Each mobile host is associated with a home node and as-
signed a permanent address, termed the home address, based
on its home node identifier. A mobile host may move in the
coverage area. We assume a local movement assumption, i.e.
a mobile host usually moves from its current vicinity only to
adjacent ones. Such a transition between two vicinities is also
represented as a move between the corresponding nodes. In
addition, the mobile hosts also have a speed limitation, S, and
therefore the minimal time a mobile host resides in a given
vicinity is its diameter divided by S. Our basic distance unit
is the minimal distance between two adjacent nodes. Hence,
the distance between any pair of nodes is at least 1 and at
most D.

The nodes of the infrastructure graph are connected by
communication links that are represented by the edges of this
graph. We assume that the communication system includes
an efficient routing mechanism and a reliable delivery mech-
anism for control messages. As a result, a control message
that is sent from a source node to a destination node travels
through the shortest path between the nodes. Moreover, for
simplifying our calculation we assume that the propagation
time of the packets is neglected with respect to the movement
rate of the mobile hosts. The above model combines two met-
rics: a geographic distance and a communication cost. On one
hand, the mobile users are physically traveling within the cov-
erage area, measured by a geographic distance metric. On the
other hand, the management operations are performed over
the communication network. Therefore the model is required
to include both metrics. For any nodes u and v, we denote
by com(u, v) the cost of the shortest communication path and
by dist(u, v) the geographic distance between these nodes. In
this work we assume that there is a relation between these two
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metrics.2 We assume the existence of a constant C, > 0, such
that for each edge (u,v) € E, com(u,v) < Ccdist(u,v).
C. is termed the correlation constant.

3. The anchor chain scheme
3.1. The anchor chain

The proposed strategy is based on pointer forwarding and
caching methods. The location of each mobile host is defined
by a chain of anchors. Each anchor is a node that has been
visited by the mobile host and the first anchor is the MH’s
home node. Every anchor records the location of the MH to
a certain degree of accuracy and points to its successive node
in the chain. As we follow this chain the degree of accuracy
is increased, until we reach the node to which the MH is at-
tached. Packets that are designated to the MH are sent to one
of the anchors in the chain, termed the access point. From
that node they are forwarded along the chain from one anchor
to another® until they reach the MH attachment point, that
delivers the packets to the mobile host.

A node is termed a valid anchor during the time that it
is included in the anchor chain of the MH. The anchors are
numbered in increasing order from 1 to m, where the home
agent is a; and the current location of the MH is a,. Let
dr = dist(ak, ax+1) be the geographic distance between the
anchors a; and axy1, termed the length of the kth pointer.
The anchor chain of every MH satisfies a length invariant,
such that for each k > 1, dr < dk—1/B , where B > 2
is termed the scheme constant. The length of di is upper
bounded by ry = dx—1/B. Thus, ry defines a circular re-
gion around ay in which anchor a4 is located. This re-
gion is termed the pointer domain of anchor a;. Note that
the MH may be located outside the pointer domain of a valid
anchor, however its distance from the anchor is bounded by
B/(B—Dry =dk—1/(B—1) (proved by lemma 2 in the ap-
pendix). The MH keeps a record of its anchor chain and the
coordinates of its anchors.* Hence, it can easily calculate the
length of each pointer in the chain. An example of an anchor
chain with 8 = 3 is depicted in figure 1.

3.2. The binding operation

When a MH is activated, it informs its home node of its cur-
rent location. The home node sets a pointer to this location.
Thus, an anchor chain with two nodes is defined for this MH.
We turn to describe the algorithm for modifying an anchor
chain after a movement of a MH from node u to node v. Let

2 This assumption (or a similar one) is the foundation of all the hierarchi-
cal schemes, and it becomes more realistic as new links are added to the
Internet.

3 Using tunneling techniques as described in [10].

4 Each node is required to know only its own coordinates. When the MH
visits a new anchor this information is for determining the anchor location.
Thus, the NM’s are not required to include GPS (or similar) devices.
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Figure 1. An example of a MH’s anchor chain with g = 3.

New_Anchor_Chain procedure(v, m, {ay, ..
k< m
modified_flag < FALSE
While ((k > 1) and dist(v, ay) > dist(ay, ax—1)/B) do
Remove g; from the anchor chain
modified_flag <— TRUE

bl am})

k<« k—1
End
Return modified_flag and {ay, ..., ai, v}

End

Figure 2. The procedure for calculating the new anchor chain.

A = {ai,...,an = u} be its anchor chain just before this
movement, and suppose that A satisfies the length invariant.
During this hand-off operation, the MH obtains the address
and the coordinates of its new attachment point, and informs
the address to the old one. Now, the anchor chain contains
m + 1 nodes, anchor a,,+1 is node v, and d,,, = dist(u, v).
However, the last pointer may violate the length invariant.

The MH verifies if the current anchor chain satisfies the
length invariant and calculates a new chain if needed, by in-
voking the New_Anchor_Chain procedure. The procedure
checksifd,, < dy—1/B form > 1. Since only the last pointer
was added to the chain, if this condition is fulfilled then
the entire anchor chain satisfies the length invariant. Other-
wise, the procedure removes in reverse order the anchors with
pointers violating the length invariant. Starting with k = m
and with decreasing k, anchor ay is removed from the chain,
until & = 1 or an anchor a; such that dist(v, ax) < dk—1/8
is found. When the loop terminates, anchor ay is either the
MH’s home node or the anchor with the maximal index that
node v is included in its pointer domain. Anchor ay is termed
the modified anchor, and it precedes node v in the received
chain. A formal description of this procedure is given in
figure 2.

If the New_Anchor_Chain procedure modified the anchor
chain, the MH sends a bind message to the modified anchor
for informing it about the MH’s current location. This an-
chor sends a release message to its successive one and sets its
pointer to node v. Each node that receives a release message
forwards the message to its successive anchor and releases its
pointer. When node u receives the release message, it sends
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Figure 3. An example of a sequence of binding operations.

a completion message to node v, for informing it about the
termination of the operation.’

Figure 3 presents an example of a sequence of binding op-
erations. In this example the distance between two adjacent
nodes is 1, B = 3, and the MH’s home is node h. At the
initial state, the MH is located at node x(, where the distance
between nodes & and xg is 12, and its anchor chain contains
only these nodes, a1 = h and a; = x¢ (see figure 3(a)). First,
the MH moves to node x;. A new anchor, a3 = x; is added
to the chain, and the length of the second pointer is d» = 1.
Since dy < di/B (1 < 12/3), the new chain remains legal,
as figure 3(b) shows. Then, the MH moves to node x; and a
pointer d3 = 1 is temporarily added to the chain, as described
by the dashed lines in figure 3(c). Since d; > d»/B (1 > 1/3),
this pointer violates the length invariant. Node x is removed
from the chain and node xy is set to point to node x7, as drawn
by the solid line in figure 3(c). A similar scenario happens
when the MH moves to node x3 (see figure 3(d)). When the
MH moves to node x4, a pointer with length d3 = 1 from
node x3 to node x4 is added to the chain. Here, the accepted
chain satisfied the length invariant; d3 < dp/B8 (1 < 3/3)
and d» < d1/B (3 < 10/3), as depicted in figure 3(e). Fi-
nally, the MH moves to x5 and the pointer (x4, x5) with length
d4 = 1 is added to the chain. The new chain contains 5 an-
chors, {h, xo, x3, x4, x5}, and it violates the length invariant
(see figure 3(f)). In this case, there is no anchor ay, k > 1,
such that dist(xs, ar) < dx—1/B. Therefore, the home agent,
h, is set to point directly to x5.

So far we assumed that the execution time of a binding op-
eration is neglected with respect to the movement rate of the
MH. In practice, this assumption does not always hold, and a
delayed release message that reaches a valid anchor may dam-

5 Note that during the entire time of the binding operation a connected an-
chor chain is maintained. This guarantees a smooth handoff operation [11]
without losses of packets designated to the MH.

age the MH’s anchor chain. A simple solution is associating a
sequence number to each movement of the MH. This number
is increased at each hand-off, and it is added as a parameter to
the operation messages. When an anchor updates a pointer, it
also keeps the sequence number of the associated movement,
and it reacts to bind or release messages only if they carry a
higher sequence number.

3.3. The delivery operation

The delivery mechanism is composed of two operations: an
update operation in which a MH informs its correspondent
nodes (CNs) about its current anchor chain, and a delivery
operation for transferring messages to their designated MHs.
Our goal is to maintain a delivery mechanism with low com-
munication overhead. On one hand, avoiding frequent loca-
tion updates of the CNs, and on the other, delivering packets
to the MH over a shortest possible path.

An efficient update strategy is obtained by reducing the
overhead of the update messages. This requires synchroniza-
tion between the MH and its CNs. Such synchronization is
achieved by using the sequence number of the hand-off oper-
ations, as described in section 3.2. When a MH sends the first
message to a CN, it also includes its current anchor chain, the
anchor coordinates and the sequence number of its last hand-
off operation, termed the chain key. The CN records this chain
and the associated key. When the CN sends a packet to the
MH it adds its record key. The MH attaches to the reply mes-
sage the list of anchors with sequence numbers higher than
the received key, and its current sequence number. This en-
ables the CN to update its record with low overhead.

Now, consider that a CN wishes to send a message to a
MH. It selects an access point from the record that it holds
and sends the message to it. Then the message follows the
MH’s anchor chain until it reaches the MH. Note that it is
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always possible to send the message to the MH’s home and
from there to track the entire chain.® However, the cost may
be high in comparison with the communication cost of the
shortest path between the CN and the MH. Another possibil-
ity is to find a close and valid anchor based on the anchor
chain record that the CN holds. From the chain definition
derives that an anchor is valid if the MH is included in its
pointer domain or in the pointer domain of one of its suc-
ceeding anchors. This property enables a CN to calculate a
minimal period that an anchor will remain valid according to
its record. Let {ay, ..., a;} be the MH’s anchor chain at a
given time, where a,, is the MH location at that time. Sup-
pose that the MH is included in the pointer domain of anchor
ay with radius ry = dist(ax—1, ar)/B. Hence, its distance
from the domain borders is at least [y — dist(a,,, ax) — D],
where D is the maximal distance between two adjacent nodes
and the notation [x]T means [x]* = max{x, 0}. The MH
will remain in this pointer domain at least for a period of
[(rx — dist(am, ax) — D)/S1. As a result, anchor a; will
remain valid for a period t, where

ri —dist(a;,a - D"
rk>|:<max J (J m) i|

j=1,... m S (1)
Although this property provides a lower bound of the period
that an anchor is valid, it cannot guarantee a low delivery cost,
since for every k > 1 74 may be zero. Such an example is de-
scribed in figure 3(f). There the entire anchor chain of a MH,
except the home node, is changed due to a single movement.
Our delivery mechanism also uses the following proper-
ties for guaranteeing low delivery cost. Consider a move-
ment of the MH to node v. Let {ay, ..., a,} be the MH’s an-
chor chain just before the movement, where d; is the length
of its jth pointer, and let a; be the modified anchor. Then,
dist(ag, v) > [(8 —2)/(B — D)dx — D]". This property is
proved by lemma 2 in the appendix. Hence, the radius, r,, of
the pointer domain of node v is at least

o= dist(ay, v) 5 |:l<,3 — 2dk ~ D)i|+
B B\B—1

and the duration that node v is a valid anchor, denoted by 7,

is at least
1 -2 +
‘L’UZF—U> — p dr — D .
S BS\B—1

Our scheme uses these properties for defining valid access
points that are not necessarily valid anchors. A node is termed
a valid access point if it is a valid anchor or it points to a
valid anchor. When an anchor a;, j > k, receives a release
message it sets a temporary pointer to node v for a period of

1 -2 +
[Een)] e

Since, for each j > k, dj—1 < di, node a; remains a valid
access point during that time.

6 The home can also be used if it turns out that the access point is not valid
from any reason.
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Select_Access_Point procedure(At, m, {aq, ..
k< m
T < [(dy—1/B — D)/SIT
While (k > 1) and
(At > T+ [1/(BS)((B—2)/(B— Ddj—1 — D)) do

., am})

k<—k—1
T < max{t, [(dg—1/B — dist(am, ar) — D)/S1}
End
Return a;
End

Figure 4. The procedure for selecting the access point.

Now, suppose that a CN wishes to send a message to the
MH. Let A = {ay, ..., a,} be the record of the MH’s anchor
chain that it holds, and let A¢” be the time that elapsed since
it cached A. The selected access point is anchor a; € A with
the highest index k such that At < 1 + 7x. Where, 7 lower
bounds the time that anchor a; will remain a valid anchor as
it is calculated by equation (1) and 7 is the period that it will
hold a temporary pointer to a valid anchor after been removed
from the chain, according to equation (2). This requirement
guarantees that the message is sent to a valid access point that
is close to the current location of the MH. A formal descrip-
tion of the access point selection algorithm is given in figure 4
for a chain with two or more anchors.

In practice, our scheme can be improved by using a proba-
bilistic approach. Each time a CN sends a message to a MH, it
calculates two access points. A deterministic access point that
is selected according to the above method, and a probabilistic
access point that is determined according to some probabil-
ity heuristic. For instance, estimating the nearest access point
according to the MH’s mean velocity. The CN sends the mes-
sage to the probabilistic access point, and if this node is not
a valid access point, then the message is forwarded to the de-
termined access point.

4. The results of the complexity analysis

This section presents the results of the worst case analysis for
the binding and delivery operations. The complexity analysis
can be found in the appendix. We use the following charac-
teristics for the system analysis. Let the infrastructure graph
be a graph with C. correlation constant. Thus, the communi-
cation cost of sending a message from node v to u is at most
C. dist(u, v), as described in section 2. In addition, let C, be
the cost of accessing a mobility agent. We also denote by
our scheme constant, where 8 > 2.

Consider a MH, we denote by dist(h, MH) the geographic
distance between the MH home node, /, and its current lo-
cation. The communication cost of following the MH anchor
chain, starting from its home node until reaching its current
location is O (C.(8/(B — 2)) dist(h, MH)) and the number of
anchors in the chain is O (log 8 dist(h, MH)).

7 At should also include the round trip delay.
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Let Total_Move be the total distance that the MH traveled.
Hence, the total cost of all the binding operations is

(0] (Ccﬂ Total_Move logﬂ Total_Move

+C, L Total_Move) .
B—1)?

We turn to calculate the overhead of delivering a message
to a MH. Suppose that a CN holds a record of the MH anchor
chain from time 7, and it sends a message to this MH after
a period of At. Let Com(CN, MH)' be the communication
cost of sending a message from the CN to the MH over the
shortest path at time #o + At. The total cost of the delivery
operation is

O(Com(CN, MH)' + CcSAt + Calog(SA)).

This shows that the additional overhead to Com(CN, MH)'
is relative to SA¢, and when At is small the delivery overhead
is close to optimal.

5. Implementation aspects

This section presents some practical improvements to the pro-
posed scheme for further reducing the scheme overhead, in-
creasing its reliability.

5.1. Actual and virtual anchors

In the proposed scheme each valid anchor has both a geo-
graphic and communication roles. Its geographic location de-
fines the center of its pointer domain, and it also points to the
location of its successive anchor. These two roles are inde-
pendent and can be implemented separately. Consider a star
network that is connected to a general network, as figure 5
describes. Suppose that one of the MH anchors is located at
node v, and its pointer domain is the circular region around it,
denoted with a gray background. Every message designated
to node v is routed via node u. Therefore, it is recommended
to hold the pointer to the successive anchor at node u instead
of node v for reducing the communication cost of both the
delivery and the binding operations. Node v is termed a vir-
tual anchor, and it geographic location determines the pointer
domain, while node u, termed the actual anchor, is the actual
node that is included in the anchor chain. The anchor chain of
a MH is defined by a set of actual anchors that hold the chain
pointers and the geographic location of their corresponding

The rest of
the network

Actual
Anchor

Figure 5. A separation to virtual and actual anchor.
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virtual anchors that define the chain pointer domains. This
partition reduces the overhead of the binding and delivery op-
erations. It also increases the network reliability, since the
actual anchors are internal routers that are selected according
to some robustness criteria.

5.2. Response to failures

Using the actual anchor partition method increases the sys-
tem reliability, however the scheme is still sensitive to anchor
failures. An anchor failure can be easily detected by peri-
odically sending query and reply messages between the MH
and its home node along the anchor chain. However, in case
of failure this method cannot detect the malfunctioning an-
chor. Our approach is based on the following observation.
Let A be the anchor chain when a node v becomes a valid
anchor, during the time period that node v is a valid anchor
all the nodes in .4 are also valid anchors. In our method when
a node becomes a valid anchor it is informed about its two
predecessor anchors in the chain, that are termed the parent
and the grandparent anchors. Each valid anchor periodically
checks whether its parent anchor is functioning. When it de-
tects a failure, it informs its grandparent anchor about the fail-
ure and the parent anchor is removed from the chain. Finally,
a proper update message is send along the chain for updating
its successor anchor and the MH. This method uses local de-
tection are repairing mechanism that guarantees that the chain
remains connected.

5.3. Quality of Service support

Quality of Service (QoS) becomes a genuine need in mobile-
IP networks, since many new applications require guaranteed
QoS parameters like delay and bandwidth [4]. In practice,
mobility and QoS support are contradicting requirements.
The current methods for providing QoS support (like MPLS
and Diffserv) are based of finding and maintaining fixed paths
that satisfies the QoS constraints between the connection end-
users. This approach contradicts the nomadic behavior of
the mobile hosts, where the paths between the users are con-
stantly changed. Still, our scheme can support QoS require-
ment better than other proposed scheme from the following
reasons. It is much easier to find paths that satisfy the QoS
constraints when the connection end-points are close to each
other. In our scheme the route from a corresponding node
(CN) to a mobile host contains two parts. The first is the path
between the CN and a valid access point of the MH, while
the rest of the route is a small tail of the MH’s anchor chain.
Generally, the longer component of this route is the first path,
which sustains for a relative long period of time. The second
part, the chain tail, is frequently modified, but it is composed
of short segments that can be easily replaced.

6. Numerical results

We compared by simulations the performance of the anchor
chain scheme with four other methods over different net-
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Figure 6. The total communication cost of a binding operation sequence.
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Figure 7. The total access cost of a binding operation sequence.

works. The evaluated schemes were:

e The home approach [9], where the home agent is located at
the geographic center of the graph.

e The optimal route scheme [13] with the same binding oper-
ation as the home method. Each CN caches the location of
its peer MHs, and sends messages directly to these nodes.
If a peer MH moved to another node the message is for-
warded to the MH home agent.

e The region partition approach [6,7], where the coverage
area of the network is divided into square regions.® Each
region includes an agent that tracks the location of the
MHs in its area and the home agent of each MH points
to the region where it is located. We use a delivery mech-
anism similar to [7]. The CN holds records of its peer MH
regions and delivers messages to these region agents. If a
peer MH left the region, the message is forwarded to the
MH home agent, which delivers it to the current region
agent of the MH.

e The tree method [12,16] where the tree root is located at the
geographic center of the graph, each interior control node
is associated with a square region and it has four children.
We simulated two tree delivery methods. The first is based
on finding the lowest common ancestor for the CN and
the MH as described in [16]. In the second, the messages

8 We evaluate the overheads yield by partitioning the coverage area into var-
ious square sizes.
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Figure 9. The average access cost of a delivery operation.

are sent to the tree root and from there they track the MH
pointers until they reach the MH attachment points, similar
to [12].

e The anchor chain scheme as described in section 3. Ini-
tially, we present our simulation results for 8 = 3 that
achieves low overhead for both the binding and the deliv-
ery operations. Then we evaluate the effect of 8 over the
scheme performance.

We evaluated the total cost of sequences of binding op-
erations as a result of roaming different distances, and the
average cost of delivery operations with various delivery—
movement ratio (DMR = delivery/movement), also termed
call-movement ratio (CMR) [7]. Selected typical results from
our experiments are depicted in figures 6-9. The tested com-
munication network is a grid graph with 22 nodes (1024 x
1024), where both the communication cost and the distance
between two adjacent nodes is 1. Figures 6 and 7 depict
the results for the binding operations. They show that for
any travel distance the anchor chain method yields the low-
est communication overhead and with minimal number of ac-
cesses to mobility agents. Figures 8 and 9 show the average
cost of a delivery operation of the above methods® for differ-
ent DMR values. The MH travels a random path with half

9 The delivery cost of the tree method is omitted due to its high overhead.
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Figure 10. The average access cost of an anchor chain delivery operation for
different value of 8.

S movement velocity and the CNs are uniformly distributed
over the graph nodes. We assume that the response messages
inform the CNs about the MH location, and the round trip
time is shorter then the period between two successive deliv-
eries. For comparison, the diagram also presents the over-
head of the optimal delivery, in which a CN sends its mes-
sages directly to the location of its peer MH. These figures
shows that the anchor chain method produces the minimal
communication overhead in compare to the other schemes,
and with limited number of accesses to mobility agents. Al-
though, figure 9 shows that for low DMR the access cost is
relatively high, in practice this is not the case and the delivery
rate is much higher then the movement rate. Moreover, for
high DMR the delivery overhead of the anchor chain scheme
is almost optimal. These simulations indicate that the pro-
posed scheme achieves low average overhead for both the de-
livery and binding operations.

We also checked the effect of B over the scheme perfor-
mance. We simulated both the delivery and the binding op-
eration with various values of 8 in the range between 2.25
to 5. In the case of delivery operation we notice that the value
of B has only a minor empact over the system performance,
generally the access cost is decreased by increasing B, as it is
depicted in figure 10. In the case of binding operations we ob-
served that the average communication cost of a sequence of
binding operations is increased by increasing B, as it is shown
in figure 11. The access cost is almost unchanged.

Appendix. Complexity analysis

This section presents the worst case analysis for the binding
and delivery operations. Due to space limitation some proofs
are omitted and can be found in [3]. We use the following
characteristics for the system analysis. Let the infrastructure
graph be a graph with C; correlation constant. Thus, the com-
munication cost of sending a message from node v to u is at
most C. dist(u, v), as described in section 2. In addition, let
C, be the cost of accessing a mobility agent. We assume that
the distance between two adjacent nodes is at least 1, and no

BEJERANO AND CIDON
24000
22000
—

20000
o
Q
g 18000 . ]
= =&~ Anchor Chain
k]
E 1ana - Tree
g 14000
o

12000

10000

2 2-5 3 3.5 4 4.5 5
The Scheme Constant (Beta)
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more them D. We also denote by B our scheme constant,
where 8 > 2.

Consider a MH and let A = {ay, ..., an} be its anchor
chain at a given time. Node a; is its home node h, a,, is
its location at the given time, and dy = dist(ay, ax+1) is the
length of the kth pointer. According to the length invariant,
dy is upper bounded by ry = dx—1/B. ri is termed the radius
of anchor ay, and it defines a circular region around anchor aj
that contains anchor a4+ and is termed the pointer domain
of anchor ay. Let Tail_Length;, = _'_; d; be the length of
the chain tail starting at anchor ay, and let Chain_Length =
Tail_Length, be the total length of the chain. We denote by
dist(v, MH) the geographic distance between node v the MH
location. These parameters have the following properties.

Lemma 1 [3]. For each valid anchor ax, 1 <k < m,

Tail_Length;, < dk.

B
B—1
Corollary 1. For each valid anchor ag, 1 < k < m,

dr—1
B—1

Tail_Length;, <

Lemma 2 [3]. For each valid anchor ax, 1 <k < m,

p—2 . B
di < dist(ag, MH) <
1% ist(ag ) 51

dk.

Theorem 1. Consider a MH with home node /. Then,

Chain_Length <

dist(h, MH)
B—2

and the number of anchors in its chain is at most

2 +logg (B — 2) + logg dist(h, MH).

Proof. From lemma 1, Chain_Length < (B/(8 — 1))d;.
According to lemma 2, di < (8 — 1)/(B — 2) dist(h, MH).
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Hence, Chain_Length < B/(B — 2) dist(h, MH). According
to the length invariant, the number of anchors is bounded by

l—i-logﬂ{ﬁ _Zdist(h,MH)}

=2+ logg(B — 2) + logg dist(h, MH). O
As a result of theorem 1, the communication cost of fol-

lowing a MH anchor chain, starting from its home node until
reaching its current location is O (C.8/(B — 2) dist(h, M H))

and the number of anchors in the chain is O (log 8 dist(h,MH)).

We turn to calculate the worst case amortized cost of the
binding operations. When a MH is activated, its home node
sets a pointer to its current location. Since this operation
is performed only once, we ignore its communication cost.
After its activation the MH is free to move from place to
place. In its way the MH triggers a sequence of binding op-
erations. First, we calculate the cost of a single binding oper-
ation in which the MH moves from node u to node v, where
A ={ai,...,a, = u}is the MH’s anchor chain just before
the movement. Let ai+ € A be the anchor with the minimal
index that node v is not included in its pointer domain. It is
termed the released chain head, and ry+ denotes the radius of
its pointer domain. Note that ax+_1 is the modified anchor
and the anchors a; with k > k* are released from the chain.
In addition, we denote by Move the distance that the MH has
traveled during the time period that a+ was a valid anchor.

Lemma 3 [3]. Move > ri+ and Move > dist(u, v) + Tail_
Lengthys.

Lemma 4. The communication cost of the binding operation
is upper bounded by

2C:(B + 1)Move.

Proof. During the binding operation, node u sends a bind
message to the modified anchor, ax+_1. Anchor ai+_1 sends a
release message, that follows the anchor chain until it reaches
node v, Then a completion message is sent to node u. Ac-
cording to the triangle inequality, lemma 1 and lemma 3, the
distance that the bind message traveled is:
dist(v, ag+—1) < dist(u, v) + dist(u, agx)

Ldist(u, v) + Tail_Lengthy + di+—1

< Move + dgx—q

< Move + Brix < (B + 1)Move.

In a similar way, the distance that the release and completion
messages traveled is:

Tail_Length«_; + dist(u, v) < (8 + 1)Move.

Hence, the communication cost of this operation is bounded
by 2C.(8 + 1)Move. U
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Now, let us calculate the number of accesses to mobility
agents during the operation.

Lemma 5. The number of nodes that were accessed due to
the binding operation is at most

3+ loggri=].

Proof. The nodes that were accessed in this operation are
node v, the modified anchor a;+_; and all the nodes in the
released chain. The number of nodes in this chain is at most
1 + [loggri=]. Thus, the total number of accessed nodes is at
most 3 + |loggri« . O

We turn to calculate the overhead of all the binding oper-
ations. For that purpose we associate with each binding op-
eration a sequence number n, 1 < n < npax, and we denote
by 1, the time when the nth operation occurred. Anchor a,
represents the released chain head at the nth operation, and
let 7, and r;, be the time when a, became a valid anchor and
its radius, respectively. Let Move(t, t) be the distance that the
MH traveled during that period [z, t]. Total_Move is the total
distance the MH traveled, and let § = Llogﬁ Total_Move].

We denote by A, p € Z* the set of sequence numbers n
such that 87 < r, < P!, thus

Ap={n|B? <ry <prt}.

This set represents all the binding operations in which the ra-
dius r;, of the released chain head is in the range [87, ,BPH).

Lemma 6. Forevery p,q € Z%, p # g, holds:
s

ApﬂAqZQ and UAPZ{I,-H,nmaX}'
p=0

Proof. Eachn € {l1,..., nmax} defines a single value r, <

Total_Move, and it is included only in a single set A,. The
complete proof can be found in [3]. U

Lemma 7 [3]. Forevery p € Zt and every n, k € Ay,
[‘Cl’h tl’l) m [Tk9 tk) = @-
Corollary 2. Forevery p € Zt,

Z Move(ty, t,) < Total_Move.

neAp

Lemma 8. Forevery p € Z7T,

Al< Total_Move
[Apl < T .
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Proof. From lemma 3, for each n € Aj, Move(t,, t,) >
rn = BP. From corollary 2, )" Ap Move(t,, t,) < Total_
Move. Hence, |A | < [Total_Move/B? |. O

Corollary 3. Forevery p > 6, |[Ap| =0.

Theorem 2. The total communication cost of the binding op-
erations is upper bounded by

2Cc(B + DTotal_Move(1 + loggTotal_Move).

Proof. Let Total_Com_Cost be the total communication
cost of all the binding operations. Let Com_Cost(n) be the
cost of the nth operation. From lemmas 4-6 and corollar-
ies 2, 3,

Total_Com_Cost

§
= Z Z Com_Cost(n)

p=0neA,

§
<2C(B+ 1Y Y Move(ty. tn)

p=0neA,

8
<2C(B+1) Y Total_Move
p=0
< 2C(B + D)Total_Move(l + loggTotal_Move). U

Theorem 3. The maximal number of accesses to mobility
agents is

<3 + (,3—‘%)2> Total_Move.

Proof. Let Total_Acc_Num be the number of accesses to
mobility agents during all the binding operations, and let
Acc_Num(n) be the number of accesses at the nth operation.
From the definition of the set A, and lemmas 5-7,

Total_Acc_Num

s
= Z Z Acc_Num(n)

p=0neA,
8
<3 Y 3+ lloggral)
p=0neA,
o0
< 3nmax + Z Z P < 3nmax + Total_Move Z ﬂi
p=0neA, p=0

The minimal distance between two adjacent nodes is 1. Thus,
Nmax < Total_Move. In addition, we use the equation

oo .

l
25
i=

T (B- 1)2
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Hence, the total number of accesses is at most

s
3 -
<+(ﬁ—1)2

As a result of theorems 2 and 3, the total cost of all the
binding operations is

) Total_Move. O

o (C B Total_Move log 8 Total_Move

+C, Total_Move).

_P__
(B—1)?

We turn to calculate the overhead of delivering a mes-
sage to a MH. Suppose that a CN holds a record, A =
{ai, ..., an}, of a MH anchor chain from time 7o, and it sends
a message to this MH after a period of A¢. Note that the max-
imal distance that the MH has traveled during this period is
at most ArS + D. Let a;y € A be the selected access point
for delivering the message. The CN selects this node based
on the anchor chain A and the elapsed time Az. To distin-
guish between measurements at time #y and at time #y + Atz,
we denote parameters that are measured at time #y + At with
quote sign, i.e. dist(a, MH) represents the distance between
the MH and node a at time fy, and dist(a, MH)' represents
the distance at time g + At. In addition, let Com(a, b)’ be
the communication cost of sending a message from node a to
node b over the shortest path at time #y) + Af, where one of
the nodes may be the MH location at that time.

Lemma 9. Let 73 be the minimal period time that anchor ay
will remain a valid anchor after #y, as it is calculated by equa-
tion (1) and let 7 be the period that it will hold a temporary
pointer to a valid anchor after been removed from the chain,
according to equation (2). If At < 7% + T then node ai is a
valid access point.

Proof. When the CN recorded the anchor chain A, at
time 7y, every node a; € A was a valid anchor of the MH.
From the chain definition derives that every anchor a; € A
will remain valid anchor until the MH will leave the its pointer
domain and the pointer domains of all its succeeding anchors.
Thus a; will remain valid anchor for at least a period of t,
defined by equation (1),
D } +

where D is the maximal distance between two adjacent nodes
and the notation [x]* means [x]T = max{x, 0}.

Consider a given node a; € A. If at time 7y + At it is
still a valid anchor then the lemma is satisfied. Otherwise, ay
was removed from the chain due to a movement of the MH to
a node v, exterior to the pointer domain of ai, at some time
after 7o 4+ tx. At that time, node gy sets a temporary pointer
to node v for a period of 7j as it is defined by equation (2),
where

rj —dist(aj, apm) —

j=1,..., m S




AN ANCHOR CHAIN SCHEME FOR IP MOBILITY MANAGEMENT

Leta; € Abe the modified anchor of this hand-off operation.
From lemma 2 and since j < k therefore

. / ﬁ -2 +
dj > di_1, dist(aj, v) > ﬂ—ldk_l_D .
Therefore, the radius of the pointer domain of node v is
1rg-2 +
ry = — dg—1— D
pLB—1

and node v is a valid anchor at least for a period of

1[pg-2 +
v > —|:'8—dk_1 — D:| > .

S 7 BS[p—1
As a result if At < 1 + T then node qy is either, a valid
anchor or it points to a valid anchor of the MH. U

Let path(ay, MH)' be the total length of all the pointers
in the path from node ay to the location of the MH at time
to + At.

Lemma 10. path(ay, MH)' is at most (82/(8 — 2)+1)AtS+
26-1D/(B—=2)D.

Proof. Recall that the selected access point ay, is the an-
chor in A with the highest index that satisfies the condition of
lemma 9. Hence, dy < (8 — 1)/(8 — 2)[BAtS + D]. Thus,

path(ay, MH)' < Tail_Lengthy, + AtS + D
p dr + AtS+ D

B—1
B> 26— 1)
<(ﬁ_2+l)At5+ﬁD O

<

Theorem 4. The total communication cost of the delivery
operation is upper bounded by

,82
B—2

2(B—1)

Com(CN, MH)' + 2C. { (

Proof. The communication cost of the delivery operation is
Com(CN, ai)’ + Com(path(ay, MH)"). According to the tri-
angle inequality,

Com(CN, a;)’ < Com(CN,MH)’ + Com(MH, ay)’
< Com(CN,MH)' + Com(chain_of_node_ak’).

Using lemma 10,

Delivery_Cost’'
< Com(CN, MH) + 2C0m(path(ak, MH)’)
< Com(CN, MH)'

’32
+2CC[</3—2

O

26-1)
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Theorem 5. The total number of accesses to mobility agents
is at most

2 —
1+log3{<ﬁ'3_2 + 1)AtS+ %D}

Proof.  If the access point g is a valid anchor, the number of
accesses is at most

(1+ logg (Tail_Length),)).

According to lemmas 2 and 10,

. B? 208 — 1)
Tall_Length}c < (m + 1 )AtS + ﬁD.
As a result the total number of accesses is at most

2 -
1+log3{<ﬁ'3_2 + 1)AtS+ %D}

If node ay points to a valid anchor v then the accessed nodes
are node a; and all the nodes at the MH anchor chain from
node v. Thus, Access_num < 2 + logB(AtS). |

As aresult of theorems 4 and 5 the total cost of the delivery
operation is

O(Com(CN, MH)' + CcSAt + Cylog(SAD)).

We proved that the additional overhead to Com(CN, M H)'
is relative to SA¢, and when At is small the delivery overhead
is close to optimal.
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