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Abstract—The problem of bus imbalance identification in a
three-phasepower network using a phasor measurement unit
(PMU) is considered. We propose new algorithms to identify and
localize imbalances occurring at any location in the power grid,
based only on single-phase PMU data. First, we develop a tech-
nique using the minimum description length (MDL) criterion that
is carried out at the control center. The centralized MDL method-
ology is time consuming and has computational complexity that
grows exponentially with the network size. Therefore, we next de-
velop a projected orthogonal matching pursuit (POMP) algorithm,
which is a low-complexity method for bus imbalance identification
in large-scale power networks implemented at the control center.
POMP is a computationally efficient compressive sensing technique
that exploits the sparse structure of the voltage measurements. The
proposed methods are validated through three case studies: a two-
port π-model, an IEEE-14 bus system, and an IEEE 118-bus sys-
tem. Simulations show that our networked algorithms, MDL and
POMP, obtain improved performance over local bus-level identi-
fication techniques. The performance of POMP is close to that of
centralized MDL, with the advantage of being applicable to large-
scale networks.

Index Terms—Minimum description length (MDL), multi-area
state estimator, networked identification of imbalances, orthogonal
matching pursuit (OMP), phasor measurement unit (PMU), Signal
detection, smart grid, unbalanced power system.

I. INTRODUCTION

THREE-PHASE power systems frequently suffer from
imbalances, such as load imbalances [1]. These may be

precursors to more serious contingencies leading to blackouts,
excessive losses, insulation degradation, and production
interruptions [2], [3]. In addition, system imbalance degrades
fault location accuracy [4] and state estimation performance,
both in terms of bias [5] and error covariance matrices [6].
Thus, imbalance must be detected and compensated for. The
use of modern devices, such as phasor measurement units
(PMUs), is highly desirable for modern power systems as
it facilitates rapid detection of contingencies and faults and
provides accurate state and frequency estimation [1].
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Traditionally, most energy management system (EMS) func-
tions, such as state estimation, are carried out at the central
unit, based on the full network data. While three-phase mea-
surements of power and voltages are available at the local mea-
surement device level, and, in principle, can be transmitted,
only the positive sequence components are typically reported to
the control center, due to communication and processing lim-
itations. Existing methods for voltage imbalance detection are
based on two- or three-phase sequences and are performed lo-
cally at the bus level. The derivation of enhanced imbalance
identification methods that use single-phase networked data
is crucial for obtaining an accurate system model and high
power quality. Such processing methods should be able to ab-
sorb the increasing number of available measurements, while
retaining low communication capacity and low computational
complexity.

The symmetrical components transformation converts three
phase-measurements into a positive, a negative and a zero se-
quence. In balanced scenarios, it produces a significant value
only in the positive sequence, since all phases are rotated to
be added in-phase [2], [7]. Thus, monitoring the power system
and developing state estimation methods are usually based on
the positive sequence and assume that the network is balanced
and can be represented by a single-phase equivalent (e.g., [1]
and [8]–[10]). Recently, new state and frequency estimation
approaches have also been proposed for different unbalanced
system models and scenarios [11]–[16].

Classical detection of imbalances is based on measures such
as the voltage unbalance factor (VUF) [17], [18], the phase volt-
age unbalance factor [19], and the complex VUF [20], [21]. A
smart meter for voltage imbalance detection is described in [22].
In [23] a hazard-based model was introduced to predict the three-
phase imbalance based on historical status data. New bus-level
parametric imbalance detection methods that outperform VUF
in terms of probability of error have recently been proposed,
based on the generalized likelihood ratio test (GLRT) [13],
[24] and the generalized locally most powerful test (GLMP)
[25], [26]. For networked identification of imbalances, a non-
parametric VUF approach is derived in [3], based on distribution
system state estimation (DSSE) in a network. A GLRT-based
test and cumulative sum (CUSUM) approach have been devel-
oped in [27] for change-detection of the imbalance condition.
The VUF, GLRT, GLMP, and networked-DSSE methods are all
based on two- or three-phase data that are usually not available at
the control center in current networks. In contrast, our proposed
parametric techniques employ networked single-phase data, and
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thus the need for additional communication and processing costs
is avoided.

In this paper, we formulate the identification of unbalanced
buses as a model order selection problem. It is well known
that compressive sensing (CS) can be used to treat model order
selection and parameter estimation problems with significant
reduction in computational complexity [28]. Reconstruction of
sparse signals and CS techniques have become very popular in
the last two decades (see e.g., [29]–[31] and references therein).
In power systems, CS algorithms [32] have been proposed in
the context of multi-line outage identification in transmission
networks [33]–[35], gross error identification [36], bad data de-
tection [37], and detection of false data injection attacks [38].
Here we show that sparsity and CS techniques can also be ex-
ploited for imbalance identification.

In this paper, we consider the problem of voltage imbal-
ance identification in a three-phase power network by using
the PMU outputs. The main contributions of this work are as
follows. First, we develop a statistical networked measurement
model, which is the first published model that shows that un-
balanced buses can be identified by using only the positive
sequence. Second, we derive a networked algorithm for identi-
fication of unbalanced buses based on the MDL method [39],
[40]. A byproduct of the proposed networked MDL technique,
which is performed at the control center, is the centralized max-
imum likelihood (ML) state estimators. Third, since the central-
ized MDL approach is time consuming, we develop two low-
complexity identification methods for large-scale power net-
works: 1) a decentralized detection methodology, where MDL
and state estimation are performed separately at each bus; and
2) a networked Projected Orthogonal Matching Pursuit (POMP)
method, which is a computationally efficient CS technique [31],
[32] that exploits the sparsity of the negative sequence in the
proposed model and is efficacious for solving large-scale prob-
lems [41]. Finally, we conduct numerical simulations demon-
strating that the proposed centralized MDL and POMP algo-
rithms outperform local approaches. An early version of the
proposed minimum description length (MDL) approach was
presented in [42] and was extended in [43] to a classifier that
is able to identify the number of nonzero symmetrical compo-
nents and to classify the signal into four different imbalance
scenarios.

The remainder of the paper is organized as follows.
Section II presents the model for the networked PMU output
in an unbalanced system. The MDL approach for identification
of unbalanced buses is derived in Section III. In Section IV
two low-complexity identification methods are developed: 1)
decentralized identification, in which the imbalance detection
is performed separately at each bus; and 2) centralized identi-
fication based on low-complexity CS techniques. The proposed
methods are evaluated via simulations in Section V. Conclusions
appear in Section VI.

In the rest of this paper, vectors are denoted by boldface low-
ercase letters and matrices by boldface uppercase letters. The
superscripts (·)∗, (·)T , (·)H , and (·)−1 denote the conjugate,
transpose, conjugate transpose, and matrix inverse operators,
respectively. For a full-rank matrix A, A† denotes the Moore-

Penrose pseudo-inverse given by A† �
=

(
AH A

)−1 AH . The

operators Real{·} and Imag{·} denote the real and imagi-
nary parts of their arguments, respectively. Given a vector
u = [u1 , . . . , un ]T and a set S = {i1 , . . . , iL} ⊂ {1, . . . , n} of
integers, uS = [ui1 , . . . , uiK

]T denotes the subvector of u in-
dexed by S. Similarly, given a matrix Q and a set S, QS is
the submatrix whose columns are indexed by S. The Euclidean
�2-norm is denoted by || · ||2 . Finally, variables are cataloged in
the nomenclature Table.

NOMENCLATURE

N Samples per cycle in the time do-
main

M Buses in the power network
K Buses with PMU in the power net-

work
L Transmission lines measured by the

PMU
ω0 Nominal grid frequency
Δ Frequency deviation
Δ̂ Frequency deviation estimator
α ej2π/3

γ 2π
N

Va,m , Vb,m , Vc,m Three-phase voltage magnitudes of
the mth bus

ϕa,m , ϕb,m , ϕc,m Three-phase voltage phases of the
mth bus

va,m [n], vb,m [n], vc,m [n] Three-phase sampled voltages at
time n

v+ ,m [n] Voltage at the mth bus at time n
z[n] Augmented measurement vector at

the control center at time n
v+[n] Voltage positive-sequence measure-

ment vector at time n
w[n] Networked complex circularly

symmetric Gaussian noise at time
n

σ2 Noise variance
B System matrix
Y Current to voltage phasor transfor-

mation matrix
IK K × K identity matrix
C+ ,m , Positive and negative phasors at the

mth bus
C−,m

c+ [C+ ,1 , . . . , C+ ,M ]T

c−
[
C∗

−,1 , . . . , C
∗
−,M

]T

ĉ(i)
+ , ĉ(i)

− ML state estimators under the ith
hypothesis

ĉ(POMP)
+ , ĉ(POMP)

− State estimators obtained by POMP

T
(MDL)
i MDL statistic for central identifica-

tion
T

(local)
m Statistic for local detection at the

mth bus

II. SYSTEM MODEL AND PROBLEM FORMULATION

We consider a power network that is observable through
PMUs installed at all buses or at optimal locations [44]. The
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Fig. 1. IEEE-14 bus system: Rectangles represent PMU locations; Red circles
represent unbalanced buses.

proposed method aims to identify the unbalanced buses among
the measured buses, based only on the positive sequence at the
control center. For instance, in the IEEE 14-bus test system,
which is shown in Fig. 1 as a single line diagram, the PMUs are
located at buses 2, 6, 7, 9, which results in an observable system
[44]. Similar to [2], loading imbalances are found at the buses
with load 4, 5 and 9. The goal is to use the PMU voltage and
current measurements to locate the unbalanced buses.

In this section, we present the mathematical model of the
PMU positive sequence output. In Section II-A, we describe the
conventional model (e.g., [1] and [45]) for single-bus measure-
ments. In Section II-B, we derive a model for the total measure-
ments at the control center, obtained from the M PMU-equipped
buses, based on the single-bus measurement models.

A. Single-Bus PMU Measurement Model

The voltages in a three-phase power system at each bus are as-
sumed to be pure sinusoidal signals of frequency ω0 + Δ, where
ω0 is the known nominal frequency (100π or 120π) and Δ is the
frequency deviation. Due to system inertia, the frequency can
be assumed identical over the network of measurement nodes.
The magnitudes and phases of the three voltages of the mth bus
are denoted by Va,m , Vb,m , Vc,m ≥ 0 and ϕa,m , ϕb,m , ϕc,m ∈
[0, 2π], respectively, for any m = 1, . . . , M . Therefore, the sam-
pled three-phase voltages can be represented in discrete time
form as

va,m [n] = Va,m cos
(

γ
ω0 + Δ

ω0
n + ϕa,m

)
(1)

vb,m [n] = Vb,m cos
(

γ
ω0 + Δ

ω0
n + ϕb,m

)
(2)

vc,m [n] = Vc,m cos
(

γ
ω0 + Δ

ω0
n + ϕc,m

)
, (3)

for any n = 0, . . . , N − 1, where γ
�
= 2π

N and the sampling
rate is N times per cycle of the nominal frequency, ω0 . For
the sake of simplicity, the sequences are presented here without
noise. The noise statistic is discussed in the networked model.

In current systems, while all three-phase voltages and currents
are monitored by PMUs, usually only the positive sequence is

transmitted to the control center [2], [8]. The positive sequence
voltage, aka the “space vector” [46], is calculated from three-
phase voltages by using the symmetrical component transfor-
mation ([1] pp. 63–67, [47]):

v+ ,m [n] =
1
3

(
va,m [n] + αvb,m [n] + α2vc,m [n]

)
, (4)

for any n = 0, 1, . . . , N − 1, where α = ej2π/3 . By substitut-
ing (1)–(3) in (4) and using the trigonometric identity cos a =
1
2 eja + 1

2 e−ja , we obtain the voltage signal at the mth bus:

v+ ,m [n] = ejγ
ω 0 + Δ

ω 0
nC+ ,m + e−jγ

ω 0 + Δ
ω 0

nC∗
−,m , (5)

for any n = 0, . . . , N − 1 and any bus m = 1, . . . ,M , where

C+ ,m
�
=

1
6

(
Va,m ejϕa , m + αVb,m ejϕb , m + α2Vc,m ejϕc , m

)

(6)

C−,m
�
=

1
6

(
Va,m ejϕa , m + α2Vb,m ejϕb , m + αVc,m ejϕc , m

)

(7)

are the positive and negative sequence phasors at the mth bus.
The mth bus is perfectly balanced or symmetrical if Va,m =

Vb,m = Vc,m and ϕa,m = ϕb,m + 2π
3 = ϕc,m − 2π

3 . By substi-
tuting these values in (7), it can be verified that for a perfectly
balanced bus C−,m = 0. Therefore, the model for a balanced
system is given by

v+ ,m [n] = ejγ
ω 0 + Δ

ω 0
nC+ ,m , n = 0, . . . , N − 1. (8)

For a balanced system, the positive sequence, v+ ,m [n], contains
the same information as (1)–(3). Consequently, only the posi-
tive sequence components are typically reported to the control
center. However, in the presence of imbalances and faults, the
negative and zero sequences [1] are nonzero [8] and the three-
phase measurements from (1)–(3) cannot be reconstructed from
the positive sequence.

Existing methods for imbalance detection are based on two-
or three-phase sequences. That is, in addition to the positive
sequence in (4), the negative sequence

v−,m [n] =
1
3

(
va,m [n] + α2vb,m [n] + αvc,m [n]

)
, (9)

n = 0, . . . , N − 1, is required for implementing existing local
and networked methods (e.g. [3], [13], [17], [18], [24]–[26]).
The different models in (5) and (8) indicate that voltage imbal-
ance is detectable in the time domain, even locally, by using only
the positive sequence model with at least N = 2 measurements.
In this work we develop local and networked methods that are
based on single-phase data. To the best of our knowledge, this is
the first published model that shows that unbalanced buses can
be identified by using only the single-phase positive sequence.

B. Networked Measurement Model

The measurement set at the control center consists of the
positive-sequence measurements obtained by the K PMUs. In
addition to measuring the K bus voltages where the PMUs
are installed, PMUs measure the L current phasors in lines
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connected to these buses. Thus, the noisy measurement vector
that is received at the control center is given by [8]

z[n] = Bv+[n] + w[n], n = 0, . . . , N − 1, (10)

where z[n] ∈ C(K +L) contains K voltage and L current mea-

surements, and the system matrix is given by B
�
=

[A
Y

] ∈
C(K +L)×M , in which A is a K × M matrix with columns
from an identity matrix representing the places with a PMU
and Y ∈ CL×M is a function of admittance and topology fac-

tors (e.g., Chapter 7 in [1]). The voltage vector, v+[n]
�
=

[v+ ,1 [n], . . . , v+ ,M [n]]T , is the system state vector at time
n, in which v+ ,m [n] is the voltage at the mth bus at time
n for any m = 1, . . . , M . The noise vector sequence w[n],
n = 0, . . . , N − 1, is assumed to be a time-independent zero-
mean complex circularly symmetric Gaussian noise sequence
with known covariance matrix, σ2IK +L . In the following, we
assume that the system is perfectly observable by these PMUs,
i.e., B is a full column rank matrix and K + L ≥ M .

By substituting v+ ,m [n] from (5) in (10), one obtains

z[n] = ejγ
ω 0 + Δ

ω 0
nBc+ + e−jγ

ω 0 + Δ
ω 0

nBc− + w[n], (11)

where c+
�
= [C+ ,1 , . . . , C+ ,M ]T and c−

�
= [C∗

−,1 , . . . ,

C∗
−,M ]T include the positive and conjugate negative sequence

phasors, respectively, as defined in (6) and (7). In particular,
for a perfectly balanced system, c− = 0 and, thus, the model in
(11) is reduced to

z[n] = ejγ
ω 0 + Δ

ω 0
nBc+ + w[n], n = 0, . . . , N − 1. (12)

If some of the buses are unbalanced, then only the elements of
the vector c− that are related to the balanced buses are equal
to zero. In this case, the measurement model in (11) can be
reformulated accordingly, as shown in the next section. We con-
sider the following problem: given the observation vector, z[n],
n = 0, . . . , N − 1, determine the imbalance condition of each
of the M buses in the network. Thus, there are in total P = 2M

different possible events, which correspond to all the possible
subsets of unbalanced buses from the M buses in the network.

III. NETWORKED IDENTIFICATION VIA THE MDL APPROACH

In this section, we formulate our problem as a model selection
problem with multiple hypotheses, where the hypotheses corre-
spond to the number and location of unbalanced buses. Model
selection refers to finding the most suitable choice of the model
from a set of candidates that provides the “best” description of
the observations.

A. The Hypothesis-Testing Problem

The task of identifying the subset of unbalanced buses is
equivalent to finding the support of the indices of nonzero ele-
ments of c−. This can be done by selecting from amongst the
multiple hypotheses:

Hi : z[n] = ejγ
ω 0 + Δ

ω 0
nBc+ + e−jγ

ω 0 + Δ
ω 0

nB(i)c(i)
− + w[n],

(13)

for i = 0, 1, . . . , P and n = 0, . . . , N − 1, where B(i) �
= BSi

,

c(i)
−

�
= [c−]Si

, and Si is the subset of nonzero indices of c− un-
der hypothesis i. For example, under hypothesis H0 , the system
is fully balanced,S0 is an empty set, and the measurement model
is given by (12).

The nested composite multiple hypothesis-testing problem in
(13) can be approximated by using the asymptotically-consistent
MDL model selection criterion [39], [40], which is widely em-
ployed in signal and array processing. The MDL method chooses
the hypothesis Hi which minimizes the sum of two terms: the
likelihood term for data encoding, evaluated at the ML points,
and a penalty function that inhibits the number of free parame-
ters of the model from becoming very large. For our model, the
MDL term is

T
(i)
MDL = −L

(
ĉ(i)

+ , ĉ(i)
−

)
+

n(i)

2
log N, i = 1, . . . , P, (14)

where ĉ(i)
+ and ĉ(i)

− are the ML estimates of c+ and c−, respec-
tively, under the ith hypothesis. Based on (13), the measurement
log-likelihood function under each hypothesis, i, is given by:

L
(
c+ , c(i)

−
)

= const − 1
σ2 ×

N −1∑

n=0

∣
∣
∣
∣
∣
∣z[n] − ejγ

ω 0 + Δ
ω 0

nBc+ − e−jγ
ω 0 + Δ

ω 0
nB(i)c(i)

−
∣
∣
∣
∣
∣
∣
2

2
, (15)

i = 1, . . . , P , where “const” is a constant term which is indepen-
dent of the unknown vectors, c+ and c(i)

− , and of the hypothesis
Hi . The number of free (real) unknown parameters, n(i) , is
equal to the dimension of the complex vectors c+ and c−. That
is, under the ith hypothesis

n(i) = 2M + 2 |Si | , (16)

where |Si | is the number of unbalanced buses under hypothesis
i, i.e., the length of [c−]Si

.

B. Networked ML State Estimation

In order to implement the MDL rule from (14), we first de-
velop the ML estimators under each hypothesis.

By equating the derivative of (15) with respect to c+ to zero,
one obtains (e.g., Chapter 4 in [48] and [49])

ĉ(i)
+ = B†

(
z+ − ηB(i) ĉ(i)

−
)

, (17)

where

z+
�
=

1
N

N −1∑

n=0

e−jγ
ω 0 + Δ

ω 0
nz[n], η

�
=

1
N

N −1∑

n=0

e−j2γ
ω 0 + Δ

ω 0
n .

Similarly, by equating the derivative of (15) with respect to c(i)
−

to zero, we have

ĉ(i)
− =

(
B(i)

)† (
z− − η∗Bĉ(i)

+

)
, (18)

where

z−
�
=

1
N

N −1∑

n=0

ejγ
ω 0 + Δ

ω 0
nz[n].
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In particular, for the perfectly balanced hypothesis H0 , as de-
scribed in (12), the ML estimator from (17) and (18) are reduced
to ĉ(i=0)

+ = B†z+ and ĉ(i=0)
− = 0, which coincides with exist-

ing results on the ML estimator for balanced systems (e.g., [1]).
Substituting (17) in (18) results in

ĉ(i)
− =

(
B(i)

)† (
z− − η∗BB†

(
z+ − ηB(i) ĉ(i)

−
))

. (19)

Therefore, assuming1 η �= 1 and using the fact that
(
B(i)

)†

BB†B(i) = I|Si |, (19) implies that

ĉ(i)
− =

1
1 − |η|2 (B(i))†

(
z− − η∗BB†z+

)
. (20)

Plugging (20) into (17) and using B(i)(B(i))†BB† = B(i)

(B(i))†, results in

ĉ(i)
+ =

1
1 − |η|2 B†

(
Giz+ − ηB(i)(B(i))†z−

)
, (21)

where Gi
�
= (1 − |η|2)I + |η|2B(i)(B(i))†.

The estimators in (20) and (21) are functions of the frequency
deviation, Δ. If Δ is unknown, then by equating the deriva-
tive of (15) with respect to Δ to zero, we can obtain its ML
estimator. For real-time applications, this estimate, which is
based on searching the parameter space, can be replaced by
low-complexity frequency estimation methods [1], [11], [51].
In particular, in this paper we use the estimate [1]:

Δ̂ =
ω0

NMγ

M∑

m=1

N −2∑

n=0

∠ (v+ ,m [n + 1]) − ∠ (v+ ,m [n]) , (22)

where ∠(·) denotes the angle of its argument. Then, the state
estimators in (20) and (21) are updated accordingly. In this
case, i.e., unknown frequency, the number of free parameters
from (16), ni , must be incremented by one.

C. The MDL Method

Substituting the ML estimator from (17) in (15), we obtain

L
(
ĉ+ , ĉ(i)

−
)

= − 1
σ2

N −1∑

n=0

∣
∣
∣
∣
∣
∣z[n] − ejγ

ω 0 + Δ
ω 0

nBB†z+

∣
∣
∣
∣
∣
∣
2

2

+
N(1 − |η|2)

σ2

∣
∣
∣
∣
∣
∣B(i) ĉ(i)

−
∣
∣
∣
∣
∣
∣
2

2
, (23)

where we used the fact that (B(i))H BB†B(i) = (B(i))H B(i) .
Removing the terms that are independent of the hypothesis and
substituting (16) and (23) into (14), the MDL criterion for se-
lection of the set of unbalanced buses is based on choosing the
hypothesis which maximizes

T
(MDL)
i =

N(1 − |η|2)
σ2

∣
∣
∣
∣
∣
∣B(i) ĉ(i)

−
∣
∣
∣
∣
∣
∣
2

2
− |Si | log N

=
N

σ2(1 − |η|2) ||B
(i)(B(i))†(z− − η∗z+)||22 − |Si | log N,

(24)

1Typical frequency-deviation values in power systems satisfy |Δ| ≤ 0.1π
[50]. Thus, it can be verified that |η| 	 1 for N > 1.

for all i = 1, . . . , P , where the last equality is obtained by sub-
stituting (20) and using B(i)(B(i))†BB† = B(i)(B(i))†. It can
be seen that the positive sequence phasor ML estimator is ab-
sent from the MDL expression in (24). This result stems from
the fact that the positive sequence appears under any hypothesis
and, hence, cannot be used to distinguish between hypotheses.
Therefore, the MDL criterion in (24) can be interpreted as a
detector of the presence of the negative sequence phasors, with
a penalty function that inhibits the number of unbalanced buses,
|Si |, from becoming very large. The MDL approach is summa-
rized in Algorithm 1.

For the special case of voltage measurements only, K = M ,
B = IM and, thus, the state estimators from (20) and the MDL
from (24) are reduced to

ĉ(i)
− =

1
1 − |η|2 ([z−]Si

− η∗[z+]Si
) (25)

and

T
(MDL)
i

=
N

σ2(1 − |η|2) ||[z−]Si
− η∗[z+]Si

||22 − |Si | log N, (26)

respectively.

IV. LOW-COMPLEXITY IDENTIFICATION METHODS

Detecting multiple simultaneous imbalances in power
networks using the MDL approach from Algorithm 1 is
time-consuming, due to the number of hypotheses that grow
exponentially with the network size. In particular, the MDL ap-
proach requires an exhaustive search and evaluation of T

(MDL)
i

over all candidate subsets of unbalanced buses. In this section
we develop two low-complexity identification methods. The
first is a decentralized, local approach, in which the imbalance
detection and state estimation are performed separately at each
bus. The second is a computationally-efficient CS technique
that is developed by using the sparsity of the negative sequence
phasor vector, c−.

A. Local Detection

In this section, the MDL approach is performed separately
at each bus. Thus, the proposed local MDL approach has the
advantage that it can be implemented for distributed detection,
without using the central information. At the mth bus, the PMU
measures synchronously the voltage at the bus and the current
flows on lines incident to this bus, as presented schematically in
Fig. 2.

Based on the local observations, zm [n], n = 0, . . . ,
N − 1, from the mth bus, we seek to identify all the
observable buses. Therefore, in this case, K = 1,

z+ ,m
� = 1

N

∑N −1
n=0 e−jγ

ω 0 + Δ
ω 0

nzm [n], z−,m
� = 1

N

∑N −1
n=0

ejγ
ω 0 + Δ

ω 0
nzm [n], and the local system submatrix is B =

[ eT
m

Ym

]
,

in which em is a zeros vector with one at the m row and Ym

relates the current phasors to the state vector at the mth bus. By
using these values in Algorithm 1, we obtain the local MDL
approach.
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Algorithm 1: MDL-Based Networked Unbalanced Bus
Identification and State Estimation.

Input: Observation vectors z[n], n = 0, . . . , N − 1,
nominal frequency ω0 , and system topology B.
Output: Subset of unbalanced buses, S(iopt) , and state
estimators, ĉ(iopt)

− and ĉ(iopt)
+ .

For i = 0, 1, . . . , P do
1) Estimate the negative-sequence vector, ĉi , via

(20)
2) Substitute |Si | and ĉi in (24) to obtain the MDL

statistic for the ith hypothesis, T
(MDL)
i

Select the optimal subset, S(iopt) , by:

iopt = arg max
i=0,1,...,P

T
(MDL)
i . (27)

Compute the state estimators from (20) and (21) for the
selected subset of unbalanced buses, S(iopt) :

ĉ(iopt)
+ =

1
1 − |η|2 B†(Gioptz+ − ηB(iopt)(B(iopt))†z−)

ĉ(iopt)
− =

1
1 − |η|2 (B(iopt))†(z− − η∗BB†z+),

where z+ , z−, η, and Gi are defined in Section III-B.

Fig. 2. Single PMU model at the mth bus with a single voltage and Lm

currents measurements.

In particular, if only voltage measurements are available, then
it can be shown that the local MDL approach reduces to a local
detector, which declares that the mth bus is unbalanced when

T (local)
m

�
=

N

σ2 |z−,m − η∗z+ ,m |2 > log N(1 − |η|2). (28)

The local MDL test, T
(local)
m , from (28) provides the same de-

cision rule as the GLRT for a binary hypothesis-testing prob-
lem with a fixed threshold. The proposed GLRT approach in
(28) is the first method for local imbalances detection that is
based solely on the positive sequence. In addition, by compar-
ing (26) and (28), it can be verified that the local MDL coincides
with the centralized MDL where only voltage measurements are
available. Therefore, in this case, we can obtain the networked
performance by applying a detector at each bus separately.

B. The POMP Method

In order to use CS techniques [31], we first observe that in
the measurement model from (11) the negative-sequence state
vector, c−, is a sparse vector. That is, c− has only a few nonzero

elements that are related to the unbalanced buses. Thus, the
low-complexity POMP method from [49] may be exploited to
identify the support of c−, as well as greedy CS algorithms with
partial known support (e.g., [52]–[54]). The POMP concept is
a low-complexity CS technique for estimating two vectors in
a linear Gaussian model, where one of the unknown vectors
is subject to a sparsity constraint. Here we adopt the POMP
method to the specific model in (11).

First, we notice that, similarly to the derivation of (20) and
(23), for a given sparsity level, s, the ML estimator of c− is
given by

ĉ− = arg min
c−, s.t. ||c−||0 =s

∣
∣
∣
∣

∣
∣
∣
∣
z− − η∗BB†z+

1 − |η|2 − Bc−

∣
∣
∣
∣

∣
∣
∣
∣

2

2
.

Therefore, based on our work from [49], the POMP algorithm
can be applied on our problem. POMP for our model consists
of two stages:

1) Imbalance identification: The OMP method iteratively
finds the locations of the unbalanced buses, i.e., the sup-
port set S of the vector c−, by using the projected mea-

surements z̃
�
= 1

1−|η |2
(
z− − η∗BB†z+

)
. At each itera-

tion, the OMP algorithm proceeds by finding the column
of the matrix B that correlates most closely to the current
residual, r(k) , where k is the iteration index. The resid-
ual r(k) is obtained by subtracting the contribution of the
current estimate of c− from the projected measurements.

2) State estimation: The final estimation of the support set,
Ŝ, is used to calculate B(i) = BŜ . Then, the state vectors,

[c−]Ŝ and c(i)
+ , are estimated by substituting B(i) = BŜ

in (20) and (21), respectively.
The proposed POMP method is described in Algorithm 2.

C. Conditions for Solution Existence

Since we assumed that the system is perfectly observable by
the installed PMUs, the matrix B is a full column rank matrix
and K + L ≥ M . In addition, the state estimators in (20) and
(21) are based on the assumption that N > 1 in order to have
η �= 1. In general, the unknown phasor vectors, c+ and c−, have
2M unknown complex parameters. Therefore, in order to have a
unique solution, we require that our observations satisfy N(K +
L) ≥ 2M . Together with the observability assumption, it can be
verified that N ≥ 2 time samples is a sufficient condition for a
unique solution. Since the POMP approach requires estimation
of only M + |S| unknown parameters, as well as identification
of the support set, where |S| is the number of unbalanced buses,
then less measurements and/or less PMUs are required. A deeper
discussion for the general case, in terms of CS bounds, can be
found in [55].

D. Extension to Three-Phase Data

In current power systems, the PMUs transmits only the
positive sequence, due to communication bandwidth and
processing cost limitations. In the future, wide area monitoring
systems may be configured for three-phase measurements. The
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Algorithm 2: POMP Method for Unbalanced Bus Identifi-
cation and State Estimation.

Input: Observation vector z[n], n = 0, . . . , N − 1,
nominal frequency ω0 , system topology B, and threshold
for the breaking point, τ .
Output: Subset of unbalanced buses, S(k) , and state
estimators, ĉ(POMP)

+ and ĉ(POMP)
− .

Initialization
Fix k = 0; Set the temporary solution, residual, and
support to:

ĉ(k)
− = 0, r(k) =

1
1 − |η|2

(
z− − η∗BB†z+

)
, S(k) = ∅.

while ||r(k) ||22 > τ do
Increment k and apply:

1) Update support: Find l0 such that

l0 = arg max
l∈{1,...,M }

∣
∣bH

l r(k−1)
∣
∣2

bH
l bl

,

where bl is the lth column of the matrix B, and
update S(k) = S(k−1) ⋃

l0 accordingly.
2) Update solution: Compute the state estimators from

(20) for the current subset of unbalanced
buses, S(k) :

[ĉ(k)
− ]S(k ) =

1
1 − |η|2 ([B]S(k ) )†

(
z− − η∗BB†z+

)

3) Update residual: Compute

r(k) =
1

1 − |η|2
(
z− − η∗BB†z+

) − BS(k ) [ĉ(k)
− ]S(k )

Compute G̃
�
= (1 − |η|2)I + |η|2BŜ(BŜ)†.

Compute the state estimators:

ĉ(POMP)
+ =

1
1 − |η|2 B†

(
G̃z+ − ηBŜB

†
Ŝz−

)
(29)

[ĉ(POMP)
− ]Ŝ =

1
1 − |η|2 B†

Ŝ
(
z− − η∗BB†z+

)
, (30)

where z+ , z− and η are defined in Section III-B.

methods proposed herein can be readily extended to the
three-phase measurement case, as we now described.

Similar to (5), by substituting (1)–(3) in (9), we obtain

v−,m [n] = ejγ
ω 0 + Δ

ω 0
nC−,m + e−jγ

ω 0 + Δ
ω 0

nC∗
+ ,m , (31)

for any n = 0, . . . , N − 1 and any bus m = 1, . . . ,M . Follow-
ing (11), the model of the negative sequence at the control center
is given by

y∗[n] = ejγ
ω 0 + Δ

ω 0
nB∗c+ + e−jγ

ω 0 + Δ
ω 0

nB∗c− + w−[n], (32)

where w−[n] is the networked negative-sequence complex cir-
cularly symmetric Gaussian noise at time n, which is assumed
to be uncorrelated with w[n], n = 0, . . . , N − 1.

If both the negative and positive sequences are available,
then the joint measurement model that merges (11) and (32) is
given by

z̃[n] = ejγ
ω 0 + Δ

ω 0
n B̃c+ + e−jγ

ω 0 + Δ
ω 0

n B̃c− + w−[n], (33)

where z̃[n]
�
= [z[n]T ,yH [n]]T and w̃[n]

�
= [w[n]T ,wT

− [n]]T

n = 0, . . . , N − 1, and B̃
�
=

[ B
B∗

]
. Since the model in (33) is

identical to that in (11), the proposed MDL, local MDL, and
POMP can be implemented for the two-phase data by replacing
the measurement vectors z[n] with z̃[n] for any n = 0, . . . ,
N − 1, and by replacing the topology matrix B with B̃.

In a similar fashion, the proposed methods can be extended
to identify zero-phase imbalance scenarios by using three-phase
data and obtaining the associated network measurement model
as in (11) and (32).

V. SIMULATIONS

In this section, we compare the performance of five methods
in three different networks. The methods are: the VUF [17],
[18], which is a local, two-phase based detection method that
uses the voltage measurements, the GLRT from [24], which
is a local, three-phase based detection method that uses the
voltage measurements, and the proposed MDL, local MDL, and
POMP methods. The networks are for a small two-port π-model
network, the IEEE 14-bus, and IEEE 118-bus. The MDL method
from Algorithm 1 is applicable only for the first example, due
to its computational complexity. The centralized POMP method
is implemented with a threshold proportional to τ = ||B||2 σ 2

N .
The commonly-used VUF statistic is defined as the voltage
magnitude ratio of the negative to the positive sequences. In the
following simulations, the VUF at the mth bus is defined as

TVUF,m =
∑N −1

n=0 |v−,m [n]|
∑N −1

n=0 |v+ ,m [n]| .

For an unbalanced bus, TVUF,m should be close to 1. There-
fore, in the following simulations the decision of the VUF
detector is based on comparing |TVUF,m − 1| with a thresh-
old. In all simulations, we assume a nominal grid frequency of
ω0 = 2π · 60 and an unknown frequency deviation of Δ = 0.2π,
which is estimated via (22). The performance is evaluated using
10,000 Monte-Carlo simulations.

A. Two-Port π-Model

We assume the two-port π-model (see e.g., [8] and p. 151 in
[1]). We consider two PMUs, one at each end of the transmission
line, with a sampling rate of N = 48 samples per cycle of ω0 .
The measurement equation is given by (10), where v+[n] =
[v1,+[n], v2,+[n]]T and

B =

⎡

⎢
⎢
⎢
⎣

1 0
0 1

y12 + y10 −y12

−y12 y20

⎤

⎥
⎥
⎥
⎦

,
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TABLE I
EXAMPLE 1 (TWO-PORT π-MODEL): SIMULATION PARAMETERS

Voltage magnitudes Voltage phases

Bus 1 Va = Vb = Vc = 1 (ϕa , ϕb , ϕc ) =
( π

4 , π
4 − 2π

3 , π
4 + 2π

3 )

Bus 2 Va = Vc = 1.25, Vb = βVa , β > 1 (ϕa , ϕb , ϕc ) =
(− π

4 ,− π
4 − 2π

3 ,− π
4 + 2π

3 )

Fig. 3. Two-port π-model: Probability of error for two-port π-model with
σ2 = −5, 0 dB, N = 48, and single-phase voltage magnitude imbalance at
bus 2.

in which y12 , y10 , y20 , y12 represent the corresponding posi-
tive sequence series admittances. In this case, there are P = 4
hypotheses with balanced/unbalanced conditions for each bus.

A single-phase voltage magnitude imbalance is implemented
in bus 2 by setting the parameters as defined in Table I, where
the voltage magnitudes are considered to be per unit (p.u.).
The admittance parameters are set to y12 = 0.1, y10 = 0.5, and
y20 = y12 .

In Fig. 3, the probability of error of the different approaches
is presented versus β for a noise variance of σ2 = −5, 0 dB and
N = 48. The probability of error is the total probability that
the methods incorrectly detected that bus 2 is balanced and/or
that bus 1 is unbalanced. The performance of the VUF method
in this case is significantly lower than the other methods and
their associated probability of error converges to zero only for
β > 100. Hence, for the sake of clarity of Fig. 3, the VUF
performance does not depicted. It can be seen that for all the
methods the probability of error decreases as the noise variance
decreases and as β increases, i.e., for stronger voltage imbalance.
While the GLRT method [24] performs well in the low-noise
regime, it progressively falls behind all other techniques as the
variance of the noise increases. The MDL approach has lower
probability of error than the other methods for any signal-to-
noise ratio (SNR). The performance of the POMP method is
close to that of the MDL approach and depends on the choice
of the threshold parameter, τ , from Algorithm 2.

B. Case Study: Loading Imbalances

In this section, we study loading imbalances in the network
model for the IEEE 14-bus system, as shown in Fig. 1, where the
system parameters, such as branch impedances, are taken from
[56]. The PMUs are located at buses 2, 6, 7, 9 and measure bus

Fig. 4. Loading imbalances for IEEE 14-bus system: The ROC curves of
VUF, GLRT, local MDL, and POMP for detection of single-phase magnitude
imbalance at bus 9, with 1) β = 3.75 and N = 24 (solid line); and 2) β = 1.1
and N = 12 (dashed line). The local method is based on the single PMU located
at bus 7.

voltages and currents in lines connected to these buses, which
results in an observable system [44]. This setting results in a
total of 18 sensor measurements and 14 unknown positive se-
quence phasors. At each Monte Carlo run, PMU measurements
were generated as an independent identically distributed (i.i.d.)
Gaussian random vector with the mean equal to the operating
point given in the IEEE 14-bus data [56] and covariance matrix
σ2I18 . Similar to [2], loading imbalances are found at the load
buses 4, 5 and 9. To generate single-phase imbalances, we mul-
tiply the amplitude of phase c load by β > 1 at the unbalanced
buses. The local MDL method is performed based on the single
PMU located at bus 7. Thus, the local method is only able to
identify the imbalance condition of buses 4, 7, 8 and 9. The
VUF and GLRT methods [24] are only based on voltage mea-
surements; thus, they are only able to identify the imbalance
condition of buses 2, 6, 7, 9.

Fig. 4 shows the Receiver Operating Characteristic (ROC)
curves of the VUF, GLRT, local MDL, and POMP methods
for the detection of imbalance at bus 9 for two scenarios: 1)
β = 3.75 and N = 24; and 2) β = 1.1 and N = 12. It can be
seen that the POMP and local MDL approaches significantly
outperform the VUF and GLRT, where for small values of β the
imbalance is undetectable by the VUF and GLRT. In Fig. 5, the
probability of detection of all the unbalanced buses, 4, 5 and
9, is presented versus β for N = 10 and SNR = 10 db, where

SNR
�
= N

σ 2 . The probability of false alarm, is around 5% for all
methods. It can be seen that the detection probability is higher
for the POMP than for the local MDL method at buses 4 and
9, and than for the VUF and GLRT methods at bus 9. The
reason is that the local MDL approach is based only on the local
single-bus PMU measurements, which results in lower accuracy
compared with centralized approaches. The VUF and GLRT use
only voltage measurements, which results in a lower detection
probability compared with the single-phase approaches, POMP
and local MDL. Therefore, it can be concluded that the use of
both current and voltage single-phase measurements is better
than the use of two-/three-phase voltage-only data. Moreover,
imbalance at bus 5 is undetectable by the local methods, since
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Fig. 5. Loading imbalances for IEEE 14-bus system: Probability of detection
for N = 10 and SNR = 10 db, single-phase magnitude imbalance at buses 4,
5 and 9, and PMUs at buses 2, 6, 7, 9. The local method is based on the single
PMU located at bus 7 and the VUF and GLRT on bus 9 voltage three-phase
measurements.

this bus is unobservable by the PMU located at buses 7 nor 9.
That is, the POMP approach is the only method that achieves
full observability of the system.

C. Case Study: Loading Imbalances in Large-Scale Networks

The purpose of this experiment is to investigate the perfor-
mance of the proposed algorithm when applied to large systems.
In particular, we study loading imbalances in the IEEE 118-bus
system, where the system parameters are taken from [56] and
the PMUs are located according to the “base case state” outlined
in [57, Table V ], which results in an observable system [44],
[57]. This setting results in a total of 133 sensor measurements
and 118 unknown positive sequence phasors. At each Monte
Carlo run, PMU measurements were generated as an i.i.d. Gaus-
sian random vector with the mean equal to the operating point
given in the IEEE 118-bus data [56] and the covariance matrix
σ2I133 . Loading single-phase imbalances are implemented at
load buses, that are randomly chosen to be 3, 9, 33, 39, 51, 57,
75, 93, 96, 98, with β > 1 at the unbalanced buses. The local
MDL method is performed, based on the single PMU located
at bus 9. Thus, the local method is only able to identify the
imbalance condition of buses 8, 9 and 10.

Fig. 6 shows the ROC curves of the VUF, GLRT, local MDL,
and POMP methods, where bus 9 is unbalanced for two sce-
narios: 1) β = 3.75 and N = 24 (solid line); and 2) β = 1.1
and N = 12 (dashed line). It can be seen that the POMP and
local MDL approaches significantly outperform the VUF and
the GLRT methods, for which at small values of β the imbal-
ance is undetectable. The behavior of MDL can be explained
by the fact that this criterion has been shown to be inconsistent
when the variance of the noise tends to zero [58]. In Fig. 5, the
probability of detection of the unbalanced buses is presented
versus β for N = 10. The probability of false alarm, is around
10% for all methods. Evidently, the detection probability is
higher for POMP than for the local MDL method at bus 9, and
than for the VUF and GLRT at bus 9. This effect is expected
to be higher for a larger network. The reason is that the lo-
cal MDL approach is based only on the local single-bus PMU

Fig. 6. Loading imbalances for IEEE 118-bus system: The ROC curves of
VUF, GLRT, local MDL, and POMP methods for detection of single-phase
magnitude imbalance at bus 9, with 1) β = 3.75 and N = 24 (circle); and 2)
β = 1.1 and N = 12 (diamond). The local method is based on the single PMU
located at bus 9.

Fig. 7. Loading imbalances for IEEE 118-bus system: Probability of detection
for single-phase magnitude imbalance at buses 3, 9, 33, 39, 51, 57, 75, 93, 96,
98 with N = 10 and SNR = 10 db. The local method is based on the single
PMU located at bus 9 and the VUF and GLRT on bus 9 voltage three-phase
measurements.

measurements, which results in lower accuracy compared with
centralized approaches.

Comparison between the results of the IEEE 14-bus system
in Figs. 4 and 5 and those of the IEEE 118-bus system in Figs. 6
and 7, indicates that the VUF and local MDL techniques have
better performance for the smaller 14-bus system, the GLRT
method has better performance for the large 118-bus system,
and the POMP algorithm performs well for both the 14-bus and
118-bus systems.

The probability of detection of the VUF, GLRT, local MDL,
and POMP methods versus the number of unbalanced load
buses, which is equivalent to the sparsity level, is presented
in Fig. 8 for SNR = 10 db and two scenarios: 1) β = 1.1 and
N = 12; and 2) β = 3.75 and N = 24. In addition, for the cen-
tralized POMP, the following probabilities computed among all
the buses in the system are presented:

1) Prcorrect - the probability of correct decision (bal-
anced/unbalanced bus) for all the 118 buses;

2) Prover estimation - the probability to overestimate the number
of unbalanced buses in the system.
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Fig. 8. The probability of detection of the VUF, GLRT, local MDL, and
POMP methods and the probabilities of correct decision and the probability of
overestimation for POMP versus the number of buses for IEEE 118-bus system
with 1) β = 1.1, N = 12, and SNR = 10 db (left); and 2) β = 3.75, N = 24,
and SNR = 10 db (right).

Fig. 9. Runtime of the POMP method versus percent of unbalanced buses in
14-bus and 118-bus systems and N = 12, 24 samples.

It can be seen that the local detection performance of all meth-
ods at bus 9 is independent of the number of unbalanced buses in
the system. For POMP, which is the only centralized method that
can deal with the entire system, the probability of overestima-
tion decreases and the probability of correct decision decreases
as the number of unbalanced buses in the system increases. For
β = 3.75, N = 24, and SNR = 10 db the probability of correct
decision is higher than 0.92 for any number of buses. Thus, we
can conclude that the proposed POMP algorithm is scalable.

In order to demonstrate the complexity of POMP for different
problem dimensions, the average processing period, “runtime”,
was evaluated by running the algorithm using Matlab on an Intel
Core(TM) i7-5820K CPU computer, 3.3 GHz. Fig. 9 shows the
runtime of the POMP method as a function of the percent of
unbalanced load buses in the system for 14-bus and 118-bus
systems and N = 12, 24 samples. It can be seen that the runtime
is higher for the 118-bus system than for the 14-bus system, as
expected, but is has the same order. In addition, the runtime
increases approximately linearly with the problem dimensions.
It should be noted that POMP is the only centralized method
that is not restricted to very small problem dimensions.

VI. CONCLUSION

In this paper, we proposed two methods to identify and lo-
calize imbalances occurring at any location in the power grid

and, simultaneously, estimate the states, based on single-phase
PMU measurements. The single-phase data affords low com-
munication and processing costs, compared to three-phase data
processing. The proposed MDL and POMP approaches use
central information from the entire network, where the POMP
method has reduced computational complexity. The difference
between the centralized and the distributed implementations
is that the former performs the state estimation and imbal-
ance detection steps over the complete data set and, thus, is
more accurate, whereas in the latter each bus runs these steps
on its own local data. Simulation results confirm that the pro-
posed approaches are feasible and that the centralized detection
methods, MDL and POMP, display superior performance, com-
pared to the local MDL method. For small-scale networks, it
is shown that the performance of POMP convergences to that
of the asymptotically-consistent MDL approach. However, the
centralized MDL, which has the lowest probability of error,
cannot be implemented on large-scale networks. Thus, the pro-
posed POMP method provides the best performance, in terms
of high probability of detection and low runtime for large-scale
networks. The local MDL method achieves better performance
compared with local methods, i.e., GLRT and VUF, and the
performance of the local MDL converges to that of the POMP
algorithm for high SNR and/or a large number of measurements.
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