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On the 2D Phase Retrieval Problem
Dani Kogan, Yonina C. Eldar, Fellow, IEEE, and Dan Oron

Abstract—The recovery of a signal from the magnitude of its
Fourier transform, also known as phase retrieval, is of fundamental
importance in many scientific fields. It is well known that due to
the loss of Fourier phase the problem in one-dimensional (1D) is
ill-posed. Without further constraints, there is no unique solution
to the problem. In contrast, uniqueness up to trivial ambiguities
very often exists in higher dimensions, with mild constraints on the
input. In this paper, we focus on the 2D phase retrieval problem
and provide insight into this uniqueness property by exploring the
connection between the 2D and 1D formulations. In particular, we
show that 2D phase retrieval can be cast as a 1D problem with
additional constraints, which limit the solution space. We then
prove that only one additional constraint is sufficient to reduce
the many feasible solutions in the 1D setting to a unique solution
for almost all signals. These results allow to obtain an analytical
approach (with combinatorial complexity) to solve the 2D phase
retrieval problem when it is unique.

Index Terms—Phase retrieval, 2D autocorrelation, uniqueness.

I. INTRODUCTION

R ECOVERY of a signal from the modulus of its Fourier
transform, also known as phase retrieval [1], [2], is of

paramount importance in many scientific fields such as optics
[3], X-ray crystallography [4], astronomy [5], computational bi-
ology [6], speech recognition [7] and more [8], [9]. Generally,
the phase retrieval problem has no unique solution since any
choice of the Fourier phase will generate a valid solution which
can be far from the original signal [10], [11]. If the unknown
input is compactly supported and the frequency domain is over-
sampled by a factor of two, then the phase retrieval problem
can be equivalently stated as that of retrieving a vector from its
autocorrelation function.

To study uniqueness in the 1D discrete case, Bruck and Sodin
[12] considered the z-transform of the autocorrelation sequence.
The fact that 1D polynomials can always be factored, leads to
the conclusion that in general there is no uniqueness in 1D
phase retrieval. This is true even when we ignore trivial ambi-
guities which include a global phase shift, conjugate inversion
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and spatial shift. Furthermore, there are generally as many as
2N −2 vectors of length N that share the same autocorrelation
sequence [13]. An exception is when prior knowledge on the
signal is available. One example is when the signal is minimum
phase so that all the zeros of its z-transform are known to lie
within the unit circle [14]. For higher dimensions, and espe-
cially in 2D, Bruck and Sodin argued that since multivariate
polynomials cannot in general be factored, phase retrieval has a
unique solution for almost all signals.

Despite the uniqueness guarantees in 2D, there is no general
solution method available to find the unknown signal from its
Fourier magnitude [15]. Over the years, several approaches have
been suggested for solving the phase retrieval problem algorith-
mically. The most popular techniques are based on alternating
projections, pioneered by Gerchberg and Saxton [16] and ex-
tended by Fienup [17]–[19]. More recent approaches include
semi-definite programming (SDP) algorithms [20]–[22], gradi-
ent techniques with appropriate initialization such as Wirtinger
flow [23], or truncated amplitude flow [24], and greedy methods
with a sparsity prior [25], [26].

In this work we study the 2D discrete phase retrieval prob-
lem with the goal of obtaining further insight into its unique-
ness properties, and understanding the intrinsic differences and
relationships between the 1D and 2D formulations. In particu-
lar, it is natural to attempt to describe the 2D autocorrelation
matrix R of an N × N matrix X in terms of the 1D auto-
correlation r of its vectorized version x with length N 2 . We
will see that we can indeed compute r from R, but the reverse
computation is not possible. Namely, the 2D autocorrelation
R provides more knowledge on X than the 1D autocorrela-
tion of its vectorized version. Nonetheless, we can formulate
the 2D phase retrieval problem in terms of the 1D autocorre-
lation r and (N − 1)2 additional constraints which correspond
to knowledge of certain autocorrelation values of X. Next we
show that to ensure uniqueness for almost all signals, it is suffi-
cient to remove most of these constraints, and add a single con-
straint beyond knowing the autocorrelation sequence r. More
specifically, for almost all matrices X, knowing the 1D auto-
correlation r of its vectorized version together with the addi-
tional constraint R(N − 1,−(N − 1)) = x[N − 1]x[N 2 − N ]
is sufficient to reduce the many non-trivial solutions of the 1D
problem and guarantee uniqueness. Finally, we illustrate how to
use these results to construct the unique recovery when it exists.

This paper is organized as follows. In Section II, we mathe-
matically set up the phase retrieval problem and discuss unique-
ness in one and two dimensions. We then show how 2D phase
retrieval can be recast as a 1D phase retrieval problem with ad-
ditional constraints in Section III. In Section IV we prove that
only one additional constraint from the reformulated problem
is sufficient to guarantee uniqueness for almost all signals. We
provide several examples to demonstrate the results.
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II. PHASE RETRIEVAL IN ONE AND TWO DIMENSIONS

We begin by formulating the 1D and 2D phase retrieval prob-
lems, and discussing their basic uniqueness properties.

A. 1D Phase Retrieval

The 1D phase retrieval problem is to recover a vector x from
the magnitude of its Fourier transform. To set up the problem
mathematically, let x ∈ RN be a real length-N vector. Its dis-
crete Fourier transform (DFT) of length M ≥ N is defined as

x̂[k] =
N −1
∑

n=0

x[n]e−j 2 π k
M , 0 ≤ k ≤ M − 1. (1)

Since the DFT is a linear transformation it can be represented
by a matrix-vector multiplication FM,N x, where FM,N is the
M × N matrix consisting of the first N columns of the M -point
DFT matrix

FM,N =

⎛

⎜

⎜

⎜

⎜

⎜

⎝

1 1 1 . . . 1

1 φ φ2 . . . φN −1

...
...

...
...

...

1 φM −1 φ2(M −1) . . . φ(N −1)(M −1)

⎞

⎟

⎟

⎟

⎟

⎟

⎠

,

(2)
and φ = e−j2π/M . With these definitions we can state the 1D
phase retrieval problem as

find x

subject to y = |FM,N x|2 (3)

where y are the given measurements and the absolute value
operation is taken element-wise.

Assuming M ≥ 2N − 1, phase retrieval can equivalently be
formulated as the problem of reconstructing a signal from its
autocorrelation measurements

r[�] =
N −1−�
∑

i=0

x[i]x[i + �], 0 ≤ � ≤ N − 1, (4)

with r[�] = r[−�]. For shorthand notation, we denote by r =
x � x the autocorrelation operator. We can then write problem
(3) as

find x

subject to r = x � x. (5)

Due to the loss of phase, problem (3) is ill posed and gen-
erally there are many possible solutions. First, there are trivial
ambiguities that result from the fact that the following three
operations conserve the Fourier magnitude:

1. Global phase shift x[n] → ±x[n]
2. Inversion x[n] → x[−n]
3. Spatial shift x[n] → x[n + n0 ].

Even up to trivial ambiguities, the 1D problem is not unique. In
particular, any two sequences of length N that lead to the same
autocorrelation sequence will have the same Fourier magnitude.
In [27] the authors show that there are as many as 2N −2 signals

that share the same autocorrelation and are not trivially related.
To see this, we analyze the roots of r̂[k], the DFT of r[�].

Let Pr(z) be the associated polynomial to r̂[k]:

Pr(z) :=
2N −2
∑

n=0

r[n − N + 1]zn . (6)

Since r[�] is symmetric, the zeros of Pr(z) appear in reflected
pairs (γi, γ

−1
i ) with respect to the unit circle and there are N − 1

such zero pairs. The associated polynomial can therefore be
factored as

Pr(z) = r[N − 1]
N −1
∏

i=1

(z − γi)
(

z − γ−1
i

)

. (7)

On the unit circle we have

r̂[k] = r[N − 1]
N −1
∏

i=1

(

e−j2πk/M − γi

)(

e−j2πk/M − γ−1
i

)

.

(8)
Recalling that r̂[k] = |x̂[k]|2 , it follows that given r̂[k], we can-
not determine whether a zero γi or its conjugate reciprocal γ̄−1

i

is a root of x̂[k] which leads to the non-uniqueness in phase
retrieval.

More specifically, each vector x ∈ RN with autocorrelation
sequence r and with x[0], x[N − 1] �= 0 has an associated poly-
nomial of the form (up to a phase factor):

Px(z) =
N −1
∑

i=0

x[i]zi

=

⎡

⎣|r[N − 1]|
N −1
∏

j=1

|βj |−1

⎤

⎦

1
2 N −1
∏

j=1

(z − βj ) (9)

where the parameters βj in (9) can be chosen as βj ∈ {γj , γ̄
−1
j }.

Aside from trivial ambiguities each solution is characterized by
a different zero set B : {β1 , . . . , βN −1}. Obviously as βj is
allowed to either be γj or γ−1

j we can construct up to 2N −1 dif-
ferent zero sets. It can be shown (see [27, corollary 3.3]) that if a
signal x of the form (9) has a zero set {β1 , . . . , βN −1} then the
conjugate reflected signal of x has a zero set {β−1

1 , . . . , β−1
N −1}.

Thus we conclude that there are up to 2N −2 non-trivially differ-
ent vectors x with the same autocorrelation r.

B. 2D Phase Retrieval

We now turn to discuss the 2D phase retrieval problem. In
this case our unknown is an N × N real matrix X. We assume
we are given the magnitude-square of the 2D Fourier transform
Y = |FM,N XFT

M ,N |2 . Our problem can then be written as

find X

subject to vec (Y) = | (FM,N ⊗ FM,N ) vec (X) |2 , (10)

where ⊗ denotes the Kronecker product and vec is the vector-
ization of a matrix. Assuming once again that M ≥ 2N − 1, we
can reformulate this problem in terms of the 2D autocorrelation
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of the matrix X, where the 2D autocorrelation is defined by

R(i, j) =
N −1−|i|
∑

m=0

N −1−|j |
∑

n=0

X(m,n)X(m + i, n + j),

0 ≤ i, j ≤ N − 1,

R(i, j) =
N −1−i
∑

m=0

N −1
∑

n=−j

X(m,n)X(m + i, n + j),

i > 0,−(N − 1) ≤ j ≤ −1, (11)

and R(−i,−j) = R(i, j). As in the 1D case, we use the notation
R = X � X to describe (11). We can then write (10) as

find X

subject to R = X � X. (12)

Similarly to the 1D setting, the ambiguities of the 2D phase
retrieval problem depend on the factorization of a multivari-
ate algebraic polynomial into irreducible polynomials [10].
Since almost all 2D polynomials are irreducible, namely the re-
ducible polynomials form a set of measure zero in the space of all
polynomials [28], almost every 2D signal can be uniquely recov-
ered from its 2D Fourier magnitude. Therefore, the uniqueness
properties in 1D and 2D Fourier phase retrieval are markedly
different. Our goal in this paper is to obtain further insight into
this difference from the point of view of the autocorrelation
sequences rather than the traditional algebraic viewpoint.

III. REFORMULATING THE 2D PROBLEM

In order to understand the essential differences between the
2D and 1D phase retrieval problems, it is intuitive to try and
write the 2D problem in terms of a vector x representing the
matrix X. A natural approach is to vectorize X and then attempt
to express the correlations in (12) in terms of the vector x. To
be explicit, we will focus on the choice x = vec(XT) which
vectorizes X row-wise. Two immediate questions arise in this
context:

1) Can we express the 2D autocorrelation R = X � X in
terms of the 1D autocorrelation r = x � x?

2) Is the 1D autocorrelation r together with a small number
of constraints sufficient to obtain uniqueness for almost
all matrices X?

In this section we focus on the first question and show that
R contains more information than r. In other words, knowing
r is not enough to recover R. Beyond r we will need an addi-
tional (N − 1)2 constraints to fully characterize R. The second
question will be discussed in Section IV where we show that
knowledge of r together with only one additional constraint that
involves a specific value of R is sufficient to ensure uniqueness
for almost all 2D signals.

A. From 2D to 1D

A first step towards reformulating the 2D problem into a
1D counterpart is to vectorize the matrix X so we effectively
retrieve the same object as one would in a 1D setting. As noted

above we will do that via x=vec(XT) which implies that

x[mN + n] = X(m,n), 0 ≤ m,n ≤ N − 1. (13)

The next step is to understand the relationship between the 2D
autocorrelation R of X and the 1D autocorrelation r of x. This
relationship is expressed in the following proposition.

Proposition 1: Let X be a real valued N × N matrix and
let x = vec(XT ) be its row vectorized representation of length
N 2 . Let R = X � X be the 2D autocorrelation matrix of X and
let r = x � x be the 1D autocorrelation sequence of x. Then for
values 0 ≤ � ≤ N 2 − 1 we have

r(�)

=

⎧

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎩

R(i, 0) � = iN,

R(N − 1, j) N(N − 1) < � ≤ N 2 − 1

R(i, j) + R(i + 1, j − N) otherwise, (14)

where 0 ≤ i, j ≤ N − 1 are the unique values satisfying � =
iN + j, namely, i = ��/N	 and j = � mod N .

Proof: Substituting (13) into (11) the 2D autocorrelation
takes the form

R(i, j) =
N −1−|i|
∑

m=0

N −1−|j |
∑

n=0

x[mN + n]x[(m + i)N + n + j]

=
N −1−|i|
∑

m=0

N −1−|j |
∑

n=0

x[mN + n]x[mN + n + �], (15)

for 0 ≤ i, j ≤ N − 1 where � = iN + j. Similarly, for i >
0,−(N − 1) ≤ j ≤ −1 we have

R(i, j) =
N −1−|i|
∑

m=0

N −1
∑

n=−j

x[mN + n]x[mN + n + �]. (16)

Since the summand in R(i, j) depends only on �, any valid
choice of i, j that leads to the same value of � = iN + j will
have the same summand. In particular, the pairs (i, j) and (i + 1,
j − N) result in the same �. Therefore, for every 0 < i ≤ N − 2
and 0 < j ≤ N − 1 there is a corresponding value j′ = j − N
in the range −(N − 1) ≤ j ≤ −1 with the same �. For this
choice of i, j′ we have

R(i + 1, j − N) =
N −2−i
∑

m=0

N −1
∑

n=N −j

x[mN + n]x[mN + n + �].

(17)
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Adding (15) and (17) for 0 < i ≤ N − 2, 0 < j ≤ N − 1
gives

R(i, j) + R(i + 1, j − N)

=

⎛

⎝

N −2−i
∑

m=0

N −1
∑

n=N −j

+
N −1−i
∑

m=0

N −1−j
∑

n=0

⎞

⎠x[mN + n]x[mN + n + �]

=
N −2−i
∑

m=0

N −1
∑

n=0

x[mN + n]x[mN + n + �]

+
N −1−j
∑

n=0

x[(N − 1 − i)N + n]x[(N − 1 − i)N + n + �].

(18)

We next substitute k = mN + n in the first term of (18) and
s = (N − i − 1)N + n in the second term which results in

R(i, j) + R(i + 1, j − N)

=
(N −i−1)N −1

∑

k=0

x[k]x[k + �] +
(N −i−1)N +N −1−j

∑

s=(N −i−1)N

x[s]x[s + �]

=
N 2 −1−(iN +j )

∑

k=0

x[k]x[k + �]

=
N 2 −1−�
∑

k=0

x[k]x[k + �]. (19)

The expression in (19) is precisely the autocorrelation sequence
of x for values of � = iN + j with 0 < i ≤ N − 2, 0 < j ≤
N − 1. This corresponds to all values 0 ≤ � ≤ N(N − 1) − 1
excluding � = Ni.

It remains to determine r(�) for � = Ni and N(N − 1) < � ≤
N 2 − 1. We begin with � = Ni which corresponds to j = 0.
Substituting these values into (15) results in

R(i, 0) =
N −1−|i|
∑

m=0

N −1
∑

n=0

x[mN + n]x[mN + n + �]

=
(N −1−|i|)N +N −1

∑

k=0

x[k]x[k + �]

=
N 2 −1−�
∑

k=0

x[k]x[k + �] = r[�], (20)

where we defined k = mN + n. Next, the values N(N − 1) <
� ≤ N 2 − 1 correspond to i = N − 1 and 0 ≤ j ≤ N − 1.
Plugging into (15) leads to

R(N − 1, j) =
N −1−j
∑

n=0

x[n]x[n + �]

=
N 2 −1−�
∑

k=0

x[k]x[k + �] = r[�], (21)

since � = (N − 1)N + j. �

Proposition 1 establishes that the 1D autocorrelation provides
less knowledge on X than the 2D autocorrelation. Indeed, know-
ing r provides information on R(i, j) for −(N − 1) ≤ j ≤ −1
only through the sum of these values with matching autocorre-
lation values. Therefore, in order to be able to recover R from
r we must obtain these values separately, namely we require an
additional (N − 1)2 constraints on R. This observation com-
bined with Proposition 1 leads to the following theorem, which
establishes that the 2D phase retrieval problem can be cast as a
1D problem with additional constraints.

Theorem 2: Let X be a real valued N × N matrix and let
x = vec(XT ) be its row vectorized representation. Let R =
X � X be the 2D autocorrelation matrix of X and let r = x � x
be the 1D autocorrelation sequence of x. Then the 2D phase
retrieval problem

find X

subject to R = X � X

is equivalent to the 1D problem with (N − 1)2 additional
constraints:

find x

subject to r = x � x

R(i, j) =
N −1−i
∑

m=0

N −1
∑

n=−j

(22)

x[mN + n]x[mN + n + �]

for i > 0,−(N − 1) ≤ j ≤ −1 where � = iN + j and
0 ≤ � ≤ N 2 − 1. The values of r(�) are determined from R(i, j)
via (14).

To summarize, the general procedure for reformulating a 2D
problem as a 1D problem is as follows:

1) Define the vector x that is generated by vectorizing the
matrix XT , i.e x = vec(XT ).

2) Extract the 1D autocorrelation sequence of x from the 2D
autocorrelation matrix of X via Proposition 1.

3) Using the extracted 1D autocorrelation, recast the 2D
phase retrieval problem on X as a 1D phase retrieval prob-
lem on x with additional (N − 1)2 constraints as stated
in Theorem 2.

B. An Example

We now provide an example demonstrating the steps above
in order to reformulate a simple 2D problem.

Let X be the 2 × 2 matrix given by

X =

(

−24 26

−9 1

)

. (23)

In a phase retrieval experiment we measure the 2D autocorrela-
tion of the matrix X:

R =

⎛

⎜

⎝

R(−1,−1) R(−1, 0) R(−1, 1)

R(0,−1) R(0, 0) R(0, 1)

R(1,−1) R(1, 0) R(1, 1)

⎞

⎟

⎠ . (24)
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The autocorrelation matrix R has 5 unique values corresponding
to the 5 constraints

X(0, 0)2 + X(0, 1)2 + X(1, 0)2 + X(1, 1)2 = R(0, 0)

X(0, 0)X(0, 1) + X(1, 0)X(1, 1) = R(0, 1)

X(0, 0)X(1, 0) + X(0, 1)X(1, 1) = R(1, 0)

X(0, 0)X(1, 1) = R(1, 1)

X(0, 1)X(1, 0) = R(1,−1). (25)

Computing these values results in

R =

⎛

⎜

⎝

−24 242 −234

−633 1334 −633

−234 242 −24

⎞

⎟

⎠ . (26)

Therefore, the 2D phase retrieval problem can be stated as:

find X =

(

X(0, 0) X(0, 1)

X(1, 0) X(1, 1)

)

subject to

X(0, 0)2 + X(0, 1)2 + X(1, 0)2 + X(1, 1)2 = 1334

X(0, 0)X(0, 1) + X(1, 0)X(1, 1) = −633

X(0, 0)X(1, 0) + X(0, 1)X(1, 1) = 242

X(0, 0)X(1, 1) = −24

X(0, 1)X(1, 0) = −234. (27)

Next we show how to reformulate (27) as a 1D problem with
one additional constraint using the steps described at the end of
the previous section:

1) Define the vector x = vec(XT ) = [X(0, 0),X(0, 1),
X(1, 0),X(1, 1)] by vectorizing the matrix XT .

2) Using Proposition 1 extract the 1D autocorrelation r of x
which results in

r = [R(0, 0), R(0, 1) + R(1,−1), R(1, 0), R(1, 1)]

= [1334,−867, 242,−24]

for the nonnegative part of r.
3) From Theorem 2 we can now recast the 2D phase

retrieval problem as a 1D phase retrieval problem with
(N−1)2 =1 additional constraints:

find x

subject to

x � x = [−24, 242,−867, 1334,−867, 242,−24]

x[1]x[2] = −234. (28)

IV. AMBIGUITY REDUCTION

In Section III we established how to recast 2D phase retrieval
as a 1D problem with (N − 1)2 additional constraints. We now
show that, for almost all signals, a single constraint is sufficient
to reduce the many feasible solutions of the 1D formulation to

one solution (up to trivial ambiguities). In particular, we prove
the following theorem.

Theorem 3: Let X be a real valued N × N matrix and let
x = vec(XT ) be its row vectorized representation. Let R =
X � X be the 2D autocorrelation matrix of X and let r = x �
x be the 1D autocorrelation sequence of x defined by (14).
Then the constraint R(N − 1,−(N − 1)) = x[N − 1]x[N 2 −
N ] alone is sufficient to reduce the non-trivial ambiguities of the
1D phase retrieval problem on x. Specifically, the solution to

find x

subject to r = x � x

R(N − 1,−(N − 1)) = x[N − 1]x[N 2 − N ]

is unique for almost all vectors x.
Theorem 2 implies that the problem of recovering a matrix X

from the magnitude of its 2D Fourier transform can be recast as
a 1D phase retrieval problem on the vector vec(XT ) with addi-
tional constraints. Theorem 3 proves that it is sufficient to choose
the constraint R(N − 1, 1 − N) to resolve the non-trivial am-
biguities in the 1D problem on vec(XT ). These insights can be
used to retrieve a 2D signal from its Fourier magnitude using
the following four steps:

1) Extract the 1D autocorrelation r = x � x of x = vec(XT )
from the 2D autocorrelation R of the matrix X using (14).

2) Construct the associated polynomial (6) of r. Using the
factorization (7) and (9) find all non-trivially different
vectors with autocorrelation r.

3) Search for the vector that fulfills the constraint R(N −
1, 1 − N) = x[N − 1]x[N 2 − n]. Theorem 3 suggests
that almost always there will be exactly one such
vector.

4) Reshape the vector back into a matrix. This matrix is
the unique solution to the 2D phase retrieval problem
considered.

Note that the steps above have combinatorial complexity and
therefore are practical primarily for small system sizes. How-
ever, they provide an analytic approach to solving 2D phase
retrieval which can be of interest.

A. Proof of Theorem 3

Our derivations below rely on the results of [27] and [29].
In Theorem 2 we showed that the 2D phase retrieval prob-

lem with respect to X is equivalent to 1D phase retrieval of
x with (N − 1)2 additional constraints. One of these con-
straints is on the value of x[N − 1]x[N 2 − N ] which must be
equal to R(N − 1, 1 − N). This constraint follows from sub-
stituting i = N − 1, j = 1 − N and � = (N − 1)2 into the ex-
pression for R(i, j) in the theorem. For this choice, m = 0
and n = N − 1 so that the sum reduces to the single element
x[N − 1]x[N 2 − N ]. We now show that, for almost all signals,
there is only one trivially non-different vector that fulfills this
constraint.

We begin by considering the 1D problem r = x � x where x
has length N 2 . We define the autocorrelation vector of r as
the vector of zeros γ = [γ1 , . . . , γN 2 −1 ]. Any autocorrelation
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sequence can be uniquely defined by one of its autocorrelation
vectors up to scale. In Section II-A we have seen that knowing r
is equivalent to knowing the polynomial Pr(z) of (7) where now
there are N 2 − 1 pairs of zeros (γj , γ

−1
j ). In addition, we assume

that there are at most 2N 2 −2 distinct possible ways to factor this
polynomial as in (9) such that the corresponding vectors are not
trivially related. Denote by A = {y1 , . . . ,yL} with L ≤ 2N 2 −2

the set of all real vectors yi ∈ RN 2
with autocorrelation r =

x � x that are non-trivially different, and let y ∈ A be a vector
with zero set B = {β1 , . . . , βN 2 −1} and associated polynomial

Py(z) = y[0] + y[1]z + . . . + y[N 2 − 1]zN 2 −1

=

⎡

⎣

∣

∣r[N 2 − 1]
∣

∣

N 2 −1
∏

j=1

|βj |−1

⎤

⎦

1
2 N 2 −1

∏

j=1

(z − βj ). (29)

We next rely on Vieta’s formula [30] which relates a poly-
nomial’s coefficients to sums and products of its roots. Vieta’s
result then implies that

y[N 2 − 1 − k]
y[N 2 − 1]

=

⎛

⎝

∑

1≤i1 ≤i2 ≤...≤ik ≤N 2 −1

βi1 βi2 . . . βik

⎞

⎠ .

(30)
Choosing k = N − 1 leads to

y[N 2 − N ] = y[N 2 − 1]

⎛

⎝

∑

Ñ 2

βi1 βi2 . . . βiN −1

⎞

⎠ , (31)

where
∑

Ñ 2 =
∑

1≤i1 <i2 <...<iN −1 ≤N 2 −1 . Let y(I ) be the vector
with associated polynomial

Py ( I ) (z) =

⎡

⎣

∣

∣r[N 2 − 1]
∣

∣

N 2 −1
∏

j=1

|βj |

⎤

⎦

1
2 N 2 −1

∏

j=1

(z − β
−1
j )

=
N 2 −1
∏

j=1

(−ei arg βj )
(

y[N 2 − 1] + . . . + y[0]zN 2 −1
)

= (−1)N 2 −1
(

y[N 2 − 1] + . . . + y[0]zN 2 −1
)

. (32)

In the last transition we used the fact that the coefficients of
the polynomial are real and hence the roots of (32) come in
conjugate pairs. The vector y(I ) is the flipped version of the
vector y where y(I ) [i] = y[N 2 − 1 − i].

For simplicity of notation, we assume that N is odd so that
the phase factor (−1)N 2 −1 is equal +1. If N is even, then
the treatment below is identical up to a minus sign and the
conclusions remain the same. Using Vieta’s formula we have
for y(I ) [N 2 − N ] = y[N − 1],

y(I ) [N 2 − N ] = y(I ) [N 2 − 1]
∑

Ñ 2

β−1
i1

. . . β−1
iN −1

. (33)

The product of (31) and (33) is given by:

y[N 2 − N ]y[N − 1] = y[N 2 − N ]y(I ) [N 2 − N ]

=
∣

∣[r[N 2 − 1]
∣

∣

⎛

⎝

∑

Ñ 2

βi1 . . . βiN −1

⎞

⎠

⎛

⎝

∑

Ñ 2

β−1
i1

. . . β−1
iN −1

⎞

⎠ ,

(34)

where we used the fact that from (29) and (32),

y[N 2 − 1]y(I ) [N 2 − 1]

=

⎡

⎣

∣

∣r[N 2 − 1]
∣

∣

N 2 −1
∏

j=1

|βj |

⎤

⎦

1
2
⎡

⎣

∣

∣r[N 2 − 1]
∣

∣

N 2 −1
∏

j=1

|βj |−1

⎤

⎦

1
2

= |r[N 2 − 1]|. (35)

Since βi ∈ {γi, γ
−1
i }, the value y[N 2 − N ]y[N − 1] defines

a function fy(γ) = y[N − 1]y[N 2 − N ] in the autocorrelation
vector γ. Assuming y is real, any complex roots come in conju-
gate pairs. Suppose, without loss of generality, that y1 = x and
that the zero set of y1 is given by B = {γ1 , . . . , γN 2 −1}. The
function fy1 (γ) then becomes

fy1 (γ) = y1 [N − 1]y1 [N 2 − N ]

=
∣

∣[r[N 2 − 1]
∣

∣

⎛

⎝

∑

Ñ 2

γi1 . . . γiN −1

⎞

⎠

⎛

⎝

∑

Ñ 2

γ−1
i1

. . . γ−1
iN −1

⎞

⎠ .

(36)

Suppose that we are given a specific autocorrelation se-
quence γ0 for which the signal x cannot be uniquely recov-
ered up to trivial ambiguities with the additional constraint
R(N − 1,−(N − 1)) alone. Then there exists a second solu-
tion of the form y ∈ A\{y1} with a zero set defined by B(Γ) ,
where

B(Γ) =

{

γ−1
j , forj ∈ Γ,

γj , otherwise
(37)

and Γ is a nonzero subset of the index set S = {1, . . . , N 2 − 1}.
For this choice,

Fy1 ,y(γ0) = fy1 (γ0) − fy(γ0) = 0. (38)

This implies that the number of functions Fy1 ,y i
(γ0), 1 < i ≤ L

that are zero for this given autocorrelation corresponds to the
number of non-trivially different solutions with the same value
R(N − 1, 1 − N).

Let us now define Λ as the set of all autocorrelations for which
the function Fy1 ,y(γ) is zero, i.e,

Λ =
{

γ ∈ D

∣

∣

∣

∣

Fy1 ,y(γ) = 0
}

, (39)

where D is the domain on which the function is defined (see
the Appendix for more details). The following theorem, whose
proof is provided in the Appendix, shows that for almost all
autocorrelations the function is not zero.

Theorem 4: The zero set Λ of Fy1 ,y(γ) has measure zero.
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From Theorem 4 we conclude that the probability that for
a given autocorrelation (a given γ ∈ D) there is at least one
function Fy1 ,y i

(γ) = 0 , 1 < i ≤ L is zero. This shows that for
almost all signals the constraint R(N − 1,−(N − 1)) alone is
sufficient to guarantee uniqueness.

B. An Example

In the example in Section III we considered a simple 2 × 2
matrix and showed how to recast the corresponding 2D phase
retrieval problem into 1D phase retrieval. The reformulated 1D
problem we obtained was:

find x

subject to

x � x = [−24, 242,−867, 1334,−867, 242,−24]

x[1]x[2] = −234. (40)

The solution to this problem without the additional constraint
x[1]x[2] = −234 can be found by considering the associated
polynomial of the autocorrelation sequence (6) and its factor-
ization (7):

Pr(z) =
6
∑

n=0

r[n − N 2 + 1]zn

= −24 + 242z − 633z2 + 1334z3 − 633z4 + 242z5 − 24z6

= −24(z − 2)(z − 3)(z − 4)(z − 1/2)(z − 1/3)(z − 1/4).
(41)

The autocorrelation vector of r is given by γ0 = [2, 3, 4].
There are 24−1 = 8 different vectors with autocorrelation

r (up to global phase and a shift) which can be found
by considering all associated polynomials with zero sets
B = {β1 , β2 , β3} where β1 ∈ {2, 1/2}, β2 ∈ {3, 1/3}, β3 ∈
{4, 1/4}. Using (9), the associated polynomials are given by:

Py1 (z) = −24 + 26z2 − 9z + z3

Py2 (z) = −6 + 29z − 21z2 + 4z3

Py3 (z) = −8 + 30z − 19z2 + 3z3

Py4 (z) = −2 + 15z − 31z2 + 12z3

Py5 (z) = −12 + 31z − 15z2 + 2z3

Py6 (z) = −3 + 19z − 30z2 + 8z3

Py7 (z) = −4 + 21z − 29z2 + 6z3

Py8 (z) = −1 + 9z − 26z2 + 24z3 . (42)

Solutions y8,...,5 are just a flipped version of y1,...,4 (times–1)
and are therefore trivially different. We conclude that the phase
retrieval problem has 24−2 = 4 non-trivially different solutions

Fig. 1. The vectors v1 , v2 , v3 , v4 . Since all values are finite each one of the
additional constraints guarantees uniqueness.

given by
⎛

⎜

⎜

⎜

⎜

⎝

y1

y2

y3

y4

⎞

⎟

⎟

⎟

⎟

⎠

=

⎛

⎜

⎜

⎜

⎜

⎝

−24 26 −9 1

−6 29 −21 4

−8 30 −19 3

−2 15 −31 12

⎞

⎟

⎟

⎟

⎟

⎠

. (43)

The additional constraint in (40) states that x[1]x[2] = −234.
It is easy to see that only the vector y1 satisfies this constraint.
Therefore, this vector uniquely solves (40). By reshaping y1
into its matrix form we conclude that the unique solution to
(40) is

X =

(

−24 26

−9 1

)

. (44)

C. Extensions

In our derivation of Theorem 3 we considered the specific
constraint R(N − 1,−(N − 1)). We chose this constraint since
it involves only two elements of the vector x and is therefore
simple to work with. However, in random simulations, the con-
clusions appear to hold true for any of the other (N − 1)2 con-
straints, as we now demonstrate. We randomly generated 100
valid autocorrelation vectors (specifically, we randomly gener-
ated 100 1D vectors r) of lengths 17, 31 and 49. We achieve
this by first generating 100 random vectors with corresponding
lengths of 9, 16 and 25, and then computing their corresponding
autocorrelation sequences. We check the values of the addi-
tional constraints in (22) for each of the non-trivially different
vectors that share the same autocorrelation sequence. For all
the autocorrelation sequences we tested, the constraints of each
non-trivially different vector had a unique value.

In Fig. 1 we consider the case in which N = 3. The equivalent
1D problem has dimension N 2 = 9. We consider one of the ran-
domly generated autocorrelation sequences we tested. There are
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2N 2 −2 = 128 non-trivially different vectors yi , 0 ≤ i ≤ 127
that share this autocorrelation sequence. For N = 3 the ad-
ditional constraints in Theorem 2 are given by:

Ri(1,−2) = yi [2]yi [3] + yi [5]yi [6]

Ri(1,−1) = yi [1]yi [3] + yi [2]yi [4] + yi [4]yi [6] + yi [5]yi [7]

Ri(2,−2) = yi [2]yi [6]

Ri(2,−1) = yi [1]yi [6] + yi [2]yi [7]. (45)

We define the vectors d1 , d2 , d3 , d4 with elements d1 [i] =
c1R�1 (i)(1,−2), d2 [i] = c2R�2 (i)(1,−1), d3 [i] = c3R�3 (i)(2,
−2) and d4 [i] = c4R�4 (i)(2,−1) for 0 ≤ i ≤ 127, so that the
�j (i) (1 ≤ j ≤ 4) are injective mappings from the index set
0 ≤ i ≤ 127 to the same index set. The mappings are defined
in such a way, that the vectors dj are ordered in ascending
order (i.e dj [i] < dj [i + 1] for all relevant i, j). The constants
cj are defined such that dj [127] = 1 for 1 ≤ j ≤ 4. In Fig. 1
we plot the vector vj where vj [i] = log(dj [i + 1] − dj [i]) for
0 ≤ i ≤ 126 and for 1 ≤ j ≤ 4. Clearly the entries of dj have
distinct values. Therefore, prior knowledge on the value of one
of the additional constraints in (45) guarantees uniqueness in
these examples.

V. CONCLUSION

In this work we considered 2D phase retrieval and showed
that it can be restated as a 1D phase retrieval problem with
additional constraints. We then proved that one additional con-
straint is sufficient to reduce the many feasible solutions of
the complementary 1D phase retrieval problem to a single so-
lution for almost all 2D cases. This approach can be used to
obtain an explicit solution for almost all 2D phase retrieval
problems.

APPENDIX

In this appendix we prove Theorem 4. In particular, we show
that the zero set of Fy1 ,y(γ) has measure zero.

As a first step, we prove the following proposition.
Proposition 5: The function Fy1 ,y(γ) = fy1 (γ) − fy(γ) is

not the zero function.
Proof: Let y be the vector set B(Γ) defined in (37) and

S = {1, . . . , N 2 − 1}. To show that Fy1 ,y(γ) is not the zero
function it is enough to show that it is not zero at a single point.
Select one index i1 ∈ S\Γ and one index i2 ∈ Γ, and consider
the autocorrelation defined by γ̃i1 = α, γ̃−1

i2
= α and γ̃i = 1 for

i ∈ S\{i1 , i2} where we choose α � 1. Using simple combi-
natorics it can be shown that up to a phase factor

fy1 (γ̃) = α2

⎡

⎣

(

N 2 − 3

N − 2

)2

+ O(α−1)

⎤

⎦ , (46)

and

fy(γ̃) = α2

[(

N 2 − 3

N − 3

)(

N 2 − 3

N − 1

)

+ O(α−1)

]

. (47)

For α � 1 we have

fy1 (γ̃) − fy(γ̃)

=

(

N 2 − 3

N − 2

)2 [

1 −
(

N − 2
N 2 − N

)(

N 2 − N − 1
N − 1

)]

α2 .

(48)

Since (N −2
N −1 )(N 2 −N −1

N 2 −N ) �= 1 the above expression is not zero
and therefore the function Fy1 ,y(γ) is not identically zero. �

We now analyze the function fy(γ). The domain and the
image of this function are defined such that fy : CN 2 −1 \G
→ C where G is the set for which γi = 0 for at least
one i ∈ {1, . . . , N 2 − 1}. If we instead define γ = [�γ1 ,

γ1 , . . . ,�γN 2 −1 ,
γN 2 −1 ] then fy : R2(N 2 −1)\G → C.

We restrict ourselves to real vectors so that any complex
roots γi appear in conjugate pairs. Thus, we may define a set
of functions, that represent the function fy(γ), that are defined
as fy ,n : RN 2 −1 \G → Rwith 0 ≤ n ≤ �(N 2 − 1)/2	where n
denotes the number of pairs of the roots that are not real valued.
To understand how, we provide a simple example. Consider the
case N = 2. The function fy1 (γ) is then given by (up to a global
phase factor):

fy1 (γ) = r[3] (γ1 + γ2 + γ3)
(

γ−1
1 + γ−1

2 + γ−1
3
)

. (49)

In this case the number of pairs of complex roots can either

be n = 0 or n = 1. If n = 1 then we must have γ2 = γ1 . Ex-
pressing each root in terms of its real and complex part we have
γj = aj + ibj , 1 ≤ j ≤ 3 and the vector of variables becomes
d = [a1 , b1 , a3 ]. The function takes the form

fy1 ,1(d) = r[3]
2a1b

2
1 + a3b

2
1 + 2a3

1 + 5a3a
2
1 + 2a2

3a1

a3 (a2
1 + b2

1)
. (50)

On the other hand if all the roots are real we have bj = 0, 1 ≤
j ≤ 3 and the requirement that γ2 = γ1 no longer needs to be
fulfilled. The vector γ becomesd = [a1 , a2 , a3 ] and the function
takes the form

fy1 ,0(d) = r[3]
(a1 + a2 + a3) (a2a3 + a1 (a2 + a3))

a1a2a3
. (51)

For this case the function fy1 (γ) which is defined on C6 \G can
be fully represented by the two functions fy1 ,0(d) and fy1 ,1(d)
that are defined on R3 \G.

For our problem the function F
(n)
y1,y(d) : fy1 ,n (d) − fy ,n (d)

where d ∈ RN 2 −1 can be written as

F (n)
y1 ,y(d) =

g1(d)
g2(d)

(52)

where g1(d) and g2(d) are some multivariate polynomials with
real coefficients in d. The zero set Vn of F

(n)
y1 ,y(d) is defined as
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Vn = {d ∈ RN 2 −1 \G |F (n)
y1 ,y(d) = 0}. The zero set of g1(d)

is given by W = {v ∈ RN 2 −1 |g1(v) = 0}. Since g1(d) is a
real analytic function, which is not the zero function (as shown
in Proposition 5), and is defined on an open and connected
set, the equation g1(d) = 0 defines a hyperplane on the real
space RN 2 −1 and its zero set is therefore of measure zero. For
a rigorous proof the reader is referred to [31, corollary 10, p.9]
for complex valued analytical functions and [32] for real valued
analytical functions. The function F

(n)
y1 ,y(d) is zero if and only

if g1(d) is zero so that Vn ⊆ W . Since W is a set of measure
zero, so is Vn . The zero set Λ of the function Fy1 ,y(γ) is given
by the union of all zero sets Vn ,

Λ =
�(N 2 −1)/2	

⋃

i=1

Vi. (53)

A countable union of sets of measure zero is still measure zero
and thus Λ defines a set of measure zero over the domain of
Fy1 ,y(γ).
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