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Abstract

In this paper, we present an optimally-modi#ed log-spectral amplitude (OM-LSA) speech estimator and a minima
controlled recursive averaging (MCRA) noise estimation approach for robust speech enhancement. The spectral gain
function, which minimizes the mean-square error of the log-spectra, is obtained as a weighted geometric mean of
the hypothetical gains associated with the speech presence uncertainty. The noise estimate is given by averaging past
spectral power values, using a smoothing parameter that is adjusted by the speech presence probability in subbands. We
introduce two distinct speech presence probability functions, one for estimating the speech and one for controlling the
adaptation of the noise spectrum. The former is based on the time–frequency distribution of the a priori signal-to-noise
ratio. The latter is determined by the ratio between the local energy of the noisy signal and its minimum within
a speci6ed time window. Objective and subjective evaluation under various environmental conditions con6rm the
superiority of the OM-LSA and MCRA estimators. Excellent noise suppression is achieved, while retaining weak speech
components and avoiding the musical residual noise phenomena. ? 2001 Elsevier Science B.V. All rights reserved.

1. Introduction

A practical speech enhancement system gener-
ally consists of two major components: the estima-
tion of noise power spectrum, and the estimation
of speech. The estimation of noise, when only one
microphone source is provided, is based on the as-
sumption of a slowly varying noise environment.
In particular, the noise spectrum remains virtually
stationary during speech activity. The estimation of
speech is based on the assumed statistical model,
distortion measure, and the estimated noise.
A commonly used approach for estimating the

noise power spectrum is to average the noisy sig-
nal over sections which do not contain speech. A
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soft-decision speech pause detection is either imple-
mented on a frame-by-frame basis [12,22] or esti-
mated independently for individual subbands using
an a posteriori signal-to-noise ratio (SNR) [11,13].
However, the detection reliability severely deteri-
orates for weak speech components and low in-
put SNR. Additionally, the amount of presumable
non-speech sections in the signal may not be suD-
cient, which restricts the tracking capability of the
noise estimator in non-stationary environments. Al-
ternatively, the noise can be estimated from his-
tograms in the power spectral domain [11,18,24].
Unfortunately, such methods are computationally
expensive.
Martin [14,15] has proposed an algorithm for

noise estimation based on minimum statistics. The
noise estimate is obtained as the minima values
of a smoothed power estimate of the noisy signal,
multiplied by a factor that compensates the bias.
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Nomenclature

A spectral speech amplitude
b smoothing window for computing Sf

cij cost for deciding H′
i when H′

j
D short-time Fourier transform of the

noise signal
d noise signal
G spectral gain function
GH1 conditional gain function
Gmin spectral gain Hoor
H0 speech absence hypothesis for speech

estimation
H1 speech presence hypothesis for

speech estimation
H′

0 speech absence hypothesis for noise
estimation

H′
1 speech presence hypothesis for noise

estimation
h analysis window
h̃ synthesis window
hlocal, local and global smoothing windows
hglobal
I indicator function for hypothesis

testing
k frequency bin (subband) index
L number of frames used for 6nding

Stmp

‘ time frame index
L set of frames that contain speech
M framing step
N size of the analysis window
n discrete time index
Plocal; local and global likelihood of speech
Pglobal

Pframe frame likelihood of speech
p speech presence probability for

speech estimation
p′ speech presence probability for noise

estimation
q a priori probability for speech absence
qmax upper threshold for q
S local energy of the noisy signal
Sf frequency average of the noisy

signal’s energy
Smin local minimum of S
Stmp temporary minimum of S
Sr ratio between the local energy and

local minimum
w length of b is 2w + 1

X short-time Fourier transform of the
speech signal

x speech signal
Y short-time Fourier transform of the

noisy signal
y noisy signal
� weighting factor for the a priori SNR

estimation
�d smoothing parameter for estimating

the noise spectrum
�̃d time-varying smoothing parameter
�p smoothing parameter for computing

p′
�s smoothing parameter for computing S
� smoothing parameter for computing  
! a posteriori SNR
" threshold value of Sr for hypothesis

testing
 recursive average of the a

priori SNR
 frame frame average of the a priori SNR
 local;  global local and global averages of the a pri-

ori SNR
 min ;  max empirical constants
 p min ;  p max empirical constants
 peak con6ned peak value of  frame

# generalized likelihood ratio
$ designates either “local” or “global”
$d variance of D
$x variance of X given speech is present
% transition function from speech to

noise
& a priori SNR estimate assuming

speech is present
' a priori SNR
'̂ a priori SNR estimate under speech

presence uncertainty

Abbreviations
LSA log-spectral amplitude
MCRA minima controlled recursive

averaging
MM-LSA multiplicatively-modi6ed log-spectral

amplitude
OM-LSA optimally modi6ed log-spectral

amplitude
PDF probability density function
SNR signal-to-noise ratio
STFT short-time Fourier transform
STSA short-time spectral amplitude



I. Cohen, B. Berdugo / Signal Processing 81 (2001) 2403–2418 2405

However, this noise estimate is sensitive to outliers
[24], generally biased [16], and its variance is about
twice as large as the variance of a conventional
noise estimator [15]. Additionally, this method oc-
casionally attenuates low energy phonemes [15]. To
overcome these limitations, the smoothing parame-
ter and the bias compensation factor are turned into
time and frequency dependent, and estimated for
each spectral component and each time frame [16].
In [6], a computationally more eDcient minimum
tracking scheme is presented. Its main drawbacks
are the very slow update rate of the noise estimate
in case of a sudden rise in the noise energy level,
and its tendency to cancel the signal [19].
Considering the speech estimation, Ephraim and

Malah [8] derived a log-spectral amplitude (LSA)
estimator, which minimizes the mean-square error
of the log-spectra, based on a Gaussian statistical
model. This estimator proved very eDcient in re-
ducing musical residual noise phenomena [6,12,17].
However, the speech spectrum is estimated under
speech presence hypothesis. In contrast to other es-
timators, whose performance improves by utilizing
the speech presence probability [7,10,18,23,25], it
was believed that modi6cation of the LSA estima-
tor under speech presence uncertainty is “unwor-
thy” [8]. Malah et al. [13] have recently proposed a
multiplicatively modi#ed LSA (MM-LSA) estima-
tor. Accordingly, the spectral gain is multiplied by
the conditional speech presence probability, which
is estimated for each frequency bin and each frame.
Unfortunately, the multiplicative modi6er is not op-
timal [13]. Moreover, their estimate for the a priori
SNR interacts with the estimated a priori speech
absence probability [17]. This adversely aPects the
total gain for noise-only bins, and results in an un-
naturally structured residual noise. 1

Kim and Chang [12] proposed to use a small 6xed
a priori speech absence probability q (q=0:0625)
and a multiplicative modi6er, which is based on
the global conditional speech absence probability in
each frame. This modi6er is applied to the a priori
and a posteriori SNRs. Not only such a modi6cation

1 Applying a uniform attenuation factor to frames that do not
contain speech eliminates the noise structuring in such frames
[13]. Yet, in speech-plus-noise frames the noise structuring
persists.

is inconsistent with the statistical model, but also
insigni6cant due to the small value of q and the
inHuence of a few noise-only bins on the global
speech absence probability.
In this paper, we present an optimally modi#ed

LSA (OM-LSA) speech estimator and a minima
controlled recursive averaging (MCRA) noise es-
timation approach for robust speech enhancement.
The optimal spectral gain function is obtained as a
weighted geometric mean of the hypothetical gains
associated with the speech presence uncertainty.
The exponential weight of each hypothetical gain
is its corresponding probability, conditional on the
observed signal. The noise spectrum is estimated
by recursively averaging past spectral power val-
ues, using a smoothing parameter that is adjusted
by the speech presence probability in subbands.
We introduce two distinct speech presence prob-

ability functions, one for estimating the speech and
one for controlling the adaptation of the noise spec-
trum. The former is based on the time–frequency
distribution of the a priori SNR. The latter is de-
termined by the ratio between the local energy of
the noisy signal and its minimum within a spec-
i6ed time window. The probability functions are
estimated for each frame and each subband via a
soft-decision approach, which exploits the strong
correlation of speech presence in neighboring fre-
quency bins of consecutive frames.
Objective and subjective evaluation of the

OM-LSA and MCRA estimators is performed un-
der various environmental conditions. We show
that these estimators are superior, particularly for
low input SNRs and non-stationary noise. The
MCRA noise estimate is unbiased, computationally
eDcient, robust with respect to the input SNR and
type of underlying additive noise, and characterized
by the ability to quickly follow abrupt changes in
the noise spectrum. Its performance is close to the
theoretical limit. The OM-LSA estimator demon-
strates excellent noise suppression, while retaining
weak speech components and avoiding the musical
residual noise phenomena.
The paper is organized as follows. In Section 2,

we derive the OM-LSA speech estimator and its
corresponding speech presence probability func-
tion. In Section 3, we discuss the problem of the
a priori SNR estimation under speech presence
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uncertainty. In Section 4, an expression for the a
priori speech absence probability is formulated,
based on the time–frequency distribution of the a
priori SNR. In Section 5, we present the MCRA
noise estimation approach and propose an appro-
priate speech presence probability function for
controlling the adaptation of the noise spectrum.
Finally, an objective and subjective evaluation of
the OM-LSA and MCRA estimators is performed
in Section 6.

2. Optimal gain modi�cation

Let x(n) and d(n) denote speech and uncorre-
lated additive noise signals, respectively, where n
is a discrete-time index. The observed signal y(n),
given by y(n)= x(n)+d(n), is divided into overlap-
ping frames by the application of a window function
and analyzed using the short-time Fourier transform
(STFT). Speci6cally,

Y (k; ‘)=
N−1∑
n=0

y(n+ ‘M)h(n)e−j(2)=N )nk ; (1)

where k is the frequency bin index, ‘ is the time
frame index, h is an analysis window of sizeN (e.g.,
Hanning window), andM is the framing step (num-
ber of samples separating two successive frames).
Let X (k; ‘) denote the STFT of the clean speech,
then its estimate is obtained by applying a speci6c
gain function to each spectral component of the
noisy speech signal:

X̂ (k; ‘)=G(k; ‘)Y (k; ‘): (2)

Using the inverse STFT, with a synthesis window
h̃ that is biorthogonal to the analysis window h [28],
the estimate for the clean speech signal is given by

x̂(n)=
∑
‘

N−1∑
k=0

X̂ (k; ‘)h̃(n− ‘M)ej(2)=N )k(n−‘M); (3)

where the inverse STFT is eDciently implemented
using the weighted overlap-add method [5].
Among various existing speech enhancement

methods, which can be represented by diPerent
spectral gain functions, we choose the LSA esti-
mator [8] due to its superiority in reducing musical

noise phenomena. The LSA estimator minimizes

E{(logA(k; ‘)− log Â(k; ‘))2};
where A(k; ‘)= |X (k; ‘)| denotes the spectral
speech amplitude, and Â(k; ‘) its optimal estimate.
Assuming statistically independent spectral com-
ponents [8], the LSA estimator is de6ned by

Â(k; ‘)= exp{E[logA(k; ‘)|Y (k; ‘)]}: (4)

Given two hypotheses, H0(k; ‘) and H1(k; ‘),
which indicate, respectively, speech absence and
presence in the kth frequency bin of the ‘th frame,
we have

H0(k; ‘): Y (k; ‘)=D(k; ‘);
(5)

H1(k; ‘): Y (k; ‘)=X (k; ‘) +D(k; ‘);

where D(k; ‘) represents the STFT of the noise sig-
nal. We assume that the STFT coeDcients, for both
speech and noise, are complex Gaussian variables
[7]. Accordingly, the conditional PDFs of the ob-
served signal are given by

p(Y (k; ‘)|H0(k; ‘))=
1

)$d(k; ‘)
exp

{
−|Y (k; ‘)|2

$d(k; ‘)

}
;

p(Y (k; ‘)|H1(k; ‘))=
1

)($x(k; ‘) + $d(k; ‘))

× exp
{
− |Y (k; ‘)|2
$x(k; ‘) + $d(k; ‘)

}
;

(6)

where $x(k; ‘)=E[|X (k; ‘)|2|H1(k; ‘)] and $d(k; ‘)
=E[|D(k; ‘)|2] denote, respectively, the variances
of speech and noise. Applying Bayes rule for the
conditional speech presence probability, one ob-
tains

P(H1(k; ‘)|Y (k; ‘))= #(k; ‘)
1 +#(k; ‘)

, p(k; ‘); (7)

where #(k; ‘) is the generalized likelihood ratio de-
6ned by

#(k; ‘)=
1− q(k; ‘)
q(k; ‘)

p(Y (k; ‘)|H1(k; ‘))
p(Y (k; ‘)|H0(k; ‘))

(8)

and q(k; ‘), P(H0(k; ‘)) is the a priori probability
for speech absence. Substituting (6) and (8) into
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(7), we have

p(k; ‘) =
{
1 +

q(k; ‘)
1− q(k; ‘)

(1 + '(k; ‘))

× exp(−,(k; ‘))
}−1

; (9)

where

'(k; ‘),
$x(k; ‘)
$d(k; ‘)

; !(k; ‘),
|Y (k; ‘)|2
$d(k; ‘)

;

,(k; ‘),
!(k; ‘)'(k; ‘)
1 + '(k; ‘)

; (10)

'(k; ‘) and !(k; ‘) represent the a priori and a pos-
teriori SNRs [7,18].
Based on the binary hypothesis model,

E[logA(k; ‘)|Y (k; ‘)]
=E[logA(k; ‘)|Y (k; ‘);H1(k; ‘)]p(k; ‘)

+E[logA(k; ‘)|Y (k; ‘);H0(k; ‘)]

× (1− p(k; ‘)): (11)

Using (4), we get an optimally modi6ed LSA esti-
mator [3] de6ned by

Â(k; ‘)

= (exp{E[logA(k; ‘)|Y (k; ‘);H1(k; ‘)]})p(k;‘)

× (exp{E[logA(k; ‘)|Y (k; ‘);
H0(k; ‘)]})(1−p(k;‘)): (12)

When speech is absent, the gain is constrained to be
larger than a threshold Gmin, which is determined
by a subjective criteria for the noise naturalness
[1,2,29]. Hence,

exp{E[logA(k; ‘)|Y (k; ‘);H0(k; ‘)]}
=Gmin|Y (k; ‘)|: (13)

When speech is present, the conditional gain func-
tion, de6ned by

exp{E[logA(k; ‘)|Y (k; ‘);H1(k; ‘)]}
=GH1(k; ‘)|Y (k; ‘)| (14)

Fig. 1. (a) Block diagram of the speech enhancement con6g-
uration; (b) block diagram of the spectral gain computation.

is derived in [8] to be

GH1(k; ‘)=
'(k; ‘)

1 + '(k; ‘)
exp

(
1
2

∫ ∞

,(k;‘)

e−t

t
dt
)
: (15)

Substituting (13) and (14) into (12), the spectral
gain for the OM-LSA is given by

G(k; ‘)= {GH1(k; ‘)}p(k;‘)G1−p(k;‘)
min : (16)

Fig. 1 describes a block diagram of the speech en-
hancement con6guration. The phase of the noisy
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speech is not processed [27], since the optimal
phase estimate is the noisy phase itself (in fact,
the minimum mean-square error estimator of the
complex exponential of the phase, under unity
modulus constraint, is the complex exponential of
the noisy phase [7]). It is worthwhile mentioning
that trying to optimally modify the spectral gain
function for the LSA estimator without taking into
account a lower bound threshold (Gmin) results in
a non-multiplicative modi6cation, which fails to
provide a meaningful improvement over using GH1

alone [8,13].

3. A priori SNR estimation

In this section we address the problem of the a
priori SNR estimation under speech presence un-
certainty. The a priori SNR '(k; ‘) is estimated for
each spectral component and each analysis frame
due to the non-stationarity of the speech signal.
It is used for evaluating both the conditional gain
GH1(k; ‘) (Eq. (15)) and the speech presence prob-
ability p(k; ‘) (Eq. (9)).
Ephraim and Malah [7] have proposed a

decision-directed approach, which provides a very
useful estimation method for the a priori SNR
[2,21]. Accordingly, if speech presence is assumed
(q(k; ‘) ≡ 0), then the expression

&(k; ‘) = �G2(k; ‘ − 1)!(k; ‘ − 1)

+ (1− �)max{!(k; ‘)− 1; 0} (17)

can be substituted for the a priori SNR. The 6rst
term, G2(k; ‘− 1)!(k; ‘− 1), represents the a priori
SNR resulting from the processing of the previous
frame. The second term, max{!(k; ‘) − 1; 0}, is a
maximum likelihood estimate for the a priori SNR,
based entirely on the current frame. The parameter
� is a weighting factor that controls the trade-oP
between the noise reduction and the transient dis-
tortion brought into the signal [2,7].
Under speech presence uncertainty, accord-

ing to [7,13], the expression in Eq. (17) esti-
mates a non-conditional a priori SNR .(k; ‘) ,
E[|X (k; ‘)|2]=$d(k; ‘), and therefore the estimate
for the a priori SNR '(k; ‘) should be given by

&(k; ‘)=(1 − q(k; ‘)). However, the division by
1 − q(k; ‘) may deteriorate the performance of the
speech enhancement system [3,23]. In some cases,
it introduces interaction between the estimated
q(k; ‘) and the a priori SNR, that adversely aPects
the total gain for noise-only bins and results in an
unnaturally structured residual noise [17]. We pro-
pose the following expression as an estimate for
the a priori SNR when speech presence uncertainty
is taken into account:

'̂(k; ‘) = �G2
H1
(k; ‘ − 1)!(k; ‘ − 1)

+ (1− �)max{!(k; ‘)− 1; 0}: (18)

Notice that for q(k; ‘ − 1) �=0, this expression dif-
fers from either &(k; ‘) or &(k; ‘)=(1 − q(k; ‘)).
Generally, we could use two diPerent estima-
tors for '(k; ‘) (possibly other than the proposed
'̂(k; ‘)), one for the computation of the conditional
gain GH1(k; ‘), and one for the computation of the
speech presence probability p(k; ‘). However, in
the scope of this paper we con6ne ourselves to
show that in place of ' it is more desirable to use
'̂ rather than &=(1− q), either when evaluating GH1

or p.
Let q̂(k; ‘) be an estimate for the a priori speech

absence probability, and let &(k; ‘) and '̂(k; ‘) be
given by Eqs. (17) and (18), respectively. By def-
inition, if H1(k; ‘) is true, then the spectral gain
G(k; ‘) should degenerate toGH1(k; ‘), and the a pri-
ori SNR estimate should coincide with &(k; ‘). On
the contrary, if H0(k; ‘) is true, then G(k; ‘) should
decrease to Gmin, or equivalently the a priori SNR
estimate should be as small as possible. Indeed, if
H1(k; ‘) is true then

'̂(k; ‘)|H1(k;‘) ≈ &(k; ‘)|H1(k;‘)

6
&(k; ‘)

1− q̂(k; ‘)

∣∣∣∣
H1(k;‘)

; (19)

where in (18), GH1(k; ‘ − 1) is used instead of
G(k; ‘−1), since if H1(k; ‘) is true then H1(k; ‘−1)
is likely to be true as well, due to the strong corre-
lation of speech presence in successive frames. On
the other hand, if H0(k; ‘) is true, then q̂(k; ‘) is ex-
pected to approach one, and '̂(k; ‘) is likely to be



I. Cohen, B. Berdugo / Signal Processing 81 (2001) 2403–2418 2409

Fig. 2. Conditional speech presence probability p(k; ‘) (Eq.
(9)) versus the a priori SNR '(k; ‘) for diPerent values of
the a priori speech absence probability q(k; ‘) and a 6xed a
posteriori SNR !(k; ‘)¿ 1.

much smaller than &(k; ‘)=(1− q̂(k; ‘)):

'̂(k; ‘)|H0(k;‘)

≈ G2
min�

&(k; ‘)
1− q̂(k; ‘)

∣∣∣∣
H0(k;‘)

≈ �G2
min + (1− �)max{!(k; ‘)− 1; 0}

1− q̂(k; ‘)
: (20)

Therefore, for the computation of GH1(k; ‘), the a
priori SNR is more ePectively estimated by '̂(k; ‘),
rather than by &(k; ‘)=(1− q̂(k; ‘)).

In case of evaluating the conditional speech pres-
ence probability p(k; ‘) (Eq. (9)), the estimator
for the a priori SNR should satisfy the following:
If speech is present, then p(k; ‘) is maximal; If
speech is absent, then p(k; ‘) coincides with the a
priori speech presence probability (i.e., p(k; ‘) ≈
1− q̂(k; ‘)), since the speech variance cannot be es-
timated based on frames that do not contain speech.
In Fig. 2 several curves for the conditional speech
presence probability p(k; ‘) are plotted as a func-
tion of the a priori SNR '(k; ‘) for various values of
the a priori speech absence probability q(k; ‘) and
a 6xed a posteriori SNR !(k; ‘)¿ 1. The maximal
value of p(k; ‘) under speech presence uncertainty
(q̂(k; ‘)¿ 0) is obtained for '(k; ‘)= !(k; ‘) − 1.
Accordingly, when speech is present, the estimator

for '(k; ‘) should on the average resemble !(k; ‘)−
1, and when speech is absent that estimator should
be kept close to zero (since for '(k; ‘) ≈ 0 we have
p(k; ‘) ≈ 1− q̂(k; ‘)). This is indeed satis6ed more
favorably by the proposed '̂ rather than &=(1− q̂),
since if H1(k; ‘) is true then

E['̂(k; ‘)|H1(k; ‘)]

≈ E[G2
H1
(k; ‘ − 1)!(k; ‘ − 1)|H1(k; ‘)]

≈ E[|X (k; ‘ − 1)|2|H1(k; ‘ − 1)]
$d(k; ‘ − 1)

= '(k; ‘ − 1)

≈ E[!(k; ‘)− 1|H1(k; ‘)]; (21)

E
[

&(k; ‘)
1− q̂(k; ‘)

∣∣∣∣H1(k; ‘)
]

≈ 1
1− q̂(k; ‘)

E[G2(k; ‘ − 1)

!(k; ‘ − 1)|H1(k; ‘)]

≈ '(k; ‘)
1− q̂(k; ‘)

¿E[!(k; ‘)− 1|H1(k; ‘)] (22)

and if H0(k; ‘) is true, then by (20) '̂(k; ‘)�&(k; ‘)=
(1− q̂(k; ‘)). Consequently, under speech presence
uncertainty it is preferable to estimate the a priori
SNR by '̂(k; ‘) rather than &(k; ‘)=(1 − q̂(k; ‘)),
whether evaluating the conditional gain GH1(k; ‘)
or the conditional speech presence probability
p(k; ‘).

4. A priori speech absence probability estimation

In this section we derive an eDcient estimator
q̂(k; ‘) for the a priori speech absence probabil-
ity. This estimator uses a soft-decision approach
to compute three parameters based on the time–
frequency distribution of the estimated a priori
SNR, '̂(k; ‘). The parameters exploit the strong
correlation of speech presence in neighboring fre-
quency bins of consecutive frames.
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Let  (k; ‘) be a recursive average of the a priori
SNR with a time constant �,

 (k; ‘)=� (k; ‘ − 1) + (1− �)'̂(k; ‘ − 1): (23)

By applying local and global averaging windows
in the frequency domain, we obtain, respectively,
local and global averages of the a priori SNR:

 $(k; ‘)=
w$∑

i=−w$

h$(i) (k − i; ‘); (24)

where the subscript $ designates either “local” or
“global”, and h$ is a normalized window of size
2w$ +1. We de6ne two parameters, Plocal(k; ‘) and
Pglobal(k; ‘), which represent the relation between
the above averages and the likelihood of speech
in the kth frequency bin of the ‘th frame. These
parameters are given by

P$(k; ‘)=




0 if  $(k; ‘)6  min;
1 if  $(k; ‘)¿  max;
log( $(k;‘)= min)
log( max= min)

otherwise;
(25)

where  min and  max are empirical constants, max-
imized to attenuate noise while maintaining weak
speech components.
In order to further attenuate noise in noise-only

frames, we de6ne a third parameter, Pframe(‘),
which is based on the speech energy in neighboring
frames. An averaging of  (k; ‘) in the frequency
domain (possibly over a certain frequency band)
yields

 frame(‘)= mean
16k6M=2+1

{ (k; ‘)}: (26)

To prevent clipping of speech startings or weak
components, speech is assumed whenever  frame(·)
increases. Moreover, the transition from H1 to H0

is delayed, which reduces the misdetection of weak
speech tails, by allowing for a certain decrease in
the value of  frame. Fig. 3 describes a block diagram
for computing Pframe(‘), where

%(‘),




0; if  frame(‘)
6  peak(‘) min;

1; if  frame(‘)
¿  peak(‘) max;

log( frame(‘)= peak(‘)= min)
log( max= min)

otherwise

(27)

represents a soft transition from “speech” to
“noise”,  peak is a con6ned peak value of  frame,
and  p min and  p max are empirical constants that
determine the delay of the transition.
The proposed estimate for the a priori probability

for speech absence is obtained by

q̂(k; ‘)=1− Plocal(k; ‘)Pglobal(k; ‘)Pframe(‘): (28)

Accordingly, q̂(k; ‘) is larger if either previous
frames, or recent neighboring frequency bins, do
not contain speech. When q(k; ‘) → 1, the condi-
tional speech presence probability p(k; ‘) → 0 by
(9), and consequently the gain function reduces to
Gmin by (16). Therefore, to reduce the possibility
of speech distortion we restrict q̂(k; ‘) to be smaller
than a threshold qmax (qmax ¡ 1).

5. Noise spectrum estimation

In this section we address the problem of estimat-
ing the time-varying spectrum of the noise, $d(k; ‘).
A common technique is to apply a temporal recur-
sive smoothing to the noisy measurement during
periods of speech absence. In particular,

H′
0(k; ‘): $̂d(k; ‘+ 1)

= �d$̂d(k; ‘) + (1− �d)|Y (k; ‘)|2;
H′

1(k; ‘): $̂d(k; ‘+ 1)= $̂d(k; ‘); (29)

where �d (0¡�d ¡ 1) is a smoothing parameter,
and H′

0 and H′
1 designate hypothetical speech ab-

sence and presence, respectively. In the proposed
MCRA estimation approach, we make a distinction
between the hypotheses in Eqs. (5), used for esti-
mating the clean speech, and the hypotheses in Eqs.
(29), which control the adaptation of the noise spec-
trum. Clearly, deciding speech is absent (H0) when
speech is present (H1) is more destructive when es-
timating the speech than when estimating the noise.
Hence, diPerent decision rules are employed [4],
and generally we tend to decide H1 with a higher
con6dence than H′

1, i.e. P(H1|Y )¿P(H′
1|Y ).

Let p′(k; ‘) , P(H′
1(k; ‘)|Y (k; ‘)) denote the

conditional speech presence probability. Then (29)
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Fig. 3. Block diagram for computing Pframe (a parameter representing the likelihood of speech in a given frame).

implies

$̂d(k; ‘+ 1)

= $̂d(k; ‘)p′(k; ‘) + [�d$̂d(k; ‘)

+ (1− �d)|Y (k; ‘)|2](1− p′(k; ‘))

= �̃d(k; ‘)$̂d(k; ‘) + [1− �̃d(k; ‘)]|Y (k; ‘)|2;
(30)

where

�̃d(k; ‘), �d + (1− �d)p′(k; ‘) (31)

is a time-varying smoothing parameter. Accord-
ingly, the noise spectrum can be estimated by aver-
aging past spectral power values, using a smoothing
parameter that is adjusted by the speech presence
probability.
Tracking the conditional speech presence prob-

ability is based on the local statistics in the time–
frequency plane of the energy of the noisy signal.
We determine speech absence in a given frame of
a subband by the ratio between the local energy of
the noisy signal and its minimum within a speci6ed
time window. The ratio is compared to a certain
threshold value, where a smaller ratio indicates ab-
sence of speech. Subsequently, a recursive tempo-
ral averaging is carried out, to reduce Huctuations

between speech and non-speech segments. Thus,
the strong correlation of speech presence in neigh-
boring frames is once more taken into account.
The local energy of the noisy signal is obtained

by smoothing the magnitude squared of its STFT in
time and frequency. In frequency, we use a window
function b whose length is 2w + 1:

Sf(k; ‘)=
w∑

i=−w

b(i) |Y (k − i; ‘)|2: (32)

In time, the smoothing is performed by a 6rst order
recursive averaging, given by

S(k; ‘)= �sS(k; ‘ − 1) + (1− �s)Sf(k; ‘); (33)

where �s (0¡�s ¡ 1) is a parameter. The mini-
mum of the local energy, Smin(k; ‘), is searched us-
ing a simpli6ed form of the procedure proposed in
[15]. First, the minimum and a temporary variable
Stmp(k; ‘) are initialized by Smin(k; 0)= S(k; 0) and
Stmp(k; 0)= S(k; 0). Then, a samplewise comparison
of the local energy and the minimum value of the
previous frame yields the minimum value for the
current frame:

Smin(k; ‘)=min{Smin(k; ‘ − 1); S(k; ‘)}; (34)

Stmp(k; ‘)=min{Stmp(k; ‘ − 1); S(k; ‘)}: (35)
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Whenever L frames have been read, i.e. ‘ is divis-
ible by L, the temporary variable is employed and
initialized by

Smin(k; ‘)=min{Stmp(k; ‘ − 1); S(k; ‘)}; (36)

Stmp(k; ‘)= S(k; ‘) (37)

and the search for the minimum continues with Eqs.
(34) and (35). The parameter L determines the res-
olution of the local minima search. The local min-
imum is based on a window of at least L frames,
but not more than 2L frames. The lower limit con-
straint should guarantee that the local minimum is
associated with the noise, and not biased upwards
during “continuous” speech. The upper limit, on
the other hand, should control the bias downwards
when the noise level increases. According to [15]
and our own experiments with diPerent speakers
and environmental conditions, this can be satis6ed
with window lengths of approximately 0:5s–1:5s.
Let Sr(k; ‘) , S(k; ‘)=Smin(k; ‘) denote the ratio

between the local energy of the noisy signal and its
derived minimum. A Bayes minimum-cost decision
rule is given by

p(Sr|H1)
p(Sr|H0)

H′
0

?
H′

0

c10P(H0)
c01P(H1)

; (38)

where P(H0) and P(H1) are the a priori proba-
bilities for speech absence and presence, respec-
tively, and cij is the cost for deciding H′

i when H′
j.

Fig. 4 shows representative examples of condi-
tional probability density functions, p(Sr|H0) and
p(Sr|H1), obtained experimentally for white Gaus-
sian noise, car interior noise and F16 cockpit noise,
at −5 dB segmental SNR. Since the likelihood
ratio p(Sr|H1)=p(Sr|H0) is a monotonic function,
the decision rule of (38) can be expressed as

Sr(k; ‘)
H′

1

?
H′

0

": (39)

We propose the following estimator for the condi-
tional speech presence probability:

p̂′(k; ‘)= �pp̂
′(k; ‘ − 1) + (1− �p)I(k; ‘); (40)

where �p (0¡�p ¡ 1) is a smoothing parameter,
and I(k; ‘) denotes an indicator function for the

Fig. 4. Hypothetical probability density functions, p(Sr |H0)
and p(Sr |H1), for: (a) white Gaussian noise; (b) car interior
noise; (c) F16 cockpit noise.

result in (39), i.e. I(k; ‘)=1 if Sr(k; ‘)¿" and
I(k; ‘)=0 otherwise. The merit of this estimate
is threefold. Firstly, " is not sensitive to the type
and intensity of environmental noise. Secondly,
the probability of |Y |2�$d is very small when
Sr ¡". Hence, an increase in the estimated noise,
consequent upon falsely deciding H′

0 when H′
1, is
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Fig. 5. Block diagram of the MCRA noise spectrum estimation.

not signi6cant. 2 Thirdly, the strong correlation of
speech presence in consecutive frames is utilized
(via �p). A block diagram of the MCRA noise
spectrum estimation is described in Fig. 5.

6. Performance evaluation

The performance evaluation consists of two parts.
First, we compare the MCRA noise estimate to the
minimum statistics [15] and conventional weighted
average [11] noise estimates. Then, the OM-LSA
speech estimator is examined in comparison to the
MM-LSA estimator [13] and to the original STSA
and LSA estimators [7,8]. The evaluation includes
an objective improvement in segmental SNR mea-
sure, a subjective study of speech spectrograms and
informal listening tests.
Three diPerent noise types, taken from Noisex92

database [26], are used in our evaluation: white
Gaussian noise, car noise, and F16 cockpit noise.
Since noise signals have diPerent impacts on diPer-
ent speech signals, the performance results are av-
eraged out using six diPerent utterances, taken from
the TIMIT database [9]. Half of the utterances are

2 In practice, to completely avoid such an increase in the
estimated noise, the decision rule is formulated based also
on the ratio between the instantaneous energy and the lo-
cal minimum. Speci6cally, the indicator function is given by
I(k; ‘)= 1 if Sr(k; ‘)¿" or |Y (k; ‘)|2=Smin(k; ‘)¿ 1:8 ", and
I(k; ‘)= 0 otherwise.

Fig. 6. Comparison of noise estimation methods, minimum
statistics (dashed) weighted average (dashdot) and MCRA
(solid), for various noise types and levels. Average segmental
SNR improvement using the OM-LSA speech estimator for:
(a) white Gaussian noise; (b) car interior noise; (c) F16 cockpit
noise. A theoretical limit is obtained by calculating the noise
spectrum from the noise itself (dotted).

frommale speakers, and half are from female speak-
ers. The speech signals, sampled at a frequency of
16 kHz, are degraded by the various noise types
with segmental SNR’s in the range [ − 5; 10] dB.
The segmental SNR is de6ned by [20]

SegSNR=
10
|L|

∑
‘∈L

log
∑N=2

k=0 |X (k; ‘)|2∑N=2
k=0 |D(k; ‘)|2

; (41)

where L represents the set of frames that con-
tain speech, and |L| its cardinality. Values of
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Table 1
Values of parameters used in the implementation of the
OM-LSA speech estimator and the MCRA noise estimator

Spectral analysis and synthesis:
N =512 M =128
h, h̃: Biorthogonal Hanning windows

Noise spectrum estimation
�d =0:95 �p =0:2 L=125
�s =0:8 w=1 "=5
b: Hanning window

A priori speech absence probability estimation
�=0:7  min =− 10 dB  pmin = 0 dB
wlocal = 1  max =− 5 dB  pmax = 10 dB
wglobal = 15 qmax = 0:95
hlocal, hglobal: Hanning windows

Noise reduction and speech distortion tradeo4
�=0:92 Gmin =− 25 dB

parameters used in the implementation of the
OM-LSA and MCRA estimators are summarized
in Table 1, and those used in the implementation of
competitive methods are summarized in Table 2.

Fig. 7. Speech spectrograms. (a) Original clean speech signal: Draw every outer line 6rst, then 6ll in the interior; (b) noisy
signal (additive F16 cockpit noise at a SegSNR=0 dB); (c) speech enhanced using the OM-LSA estimator and the minimum
statistics noise estimate (SegSNR=8:8 dB); (d) speech enhanced using the OM-LSA estimator and the MCRA noise estimate
(SegSNR=9:17 dB).

Table 2
Values of parameters used in the implementation of compet-
itive speech enhancement and noise estimation methods (the
notation is after the referenced publications). The spectral anal-
ysis and synthesis parameters are the same as in Table 1

Minimum statistics noise estimation [15]
�=0:95 Smoothing constant
D=100 Window length
M =25 Sub-window length
omin = 1:5 Bias compensation factor

Weighted average noise estimation [11]
�=0:95 Weighting parameter
�=2 Threshold

Short-time spectral amplitude (STSA) estimator [7]
and log-spectral amplitude (LSA) estimator [8]
�=0:92 Weighting factor for the a priori

SNR estimation
.min =− 25 dB Lower limit for the a priori SNR

Multiplicatively modi#ed LSA (MM-LSA) estimator [13]
�=0:92 Weighting factor for the a priori

SNR estimation
.min =− 25 dB Lower limit for the a priori SNR
!TH =0:8 Threshold for hypothesis testing
�q =0:95 Smoothing parameter for q estimation
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The comparison between the MCRA noise es-
timate and the minimum statistics and weighted
average noise estimates is accomplished by
evaluating their performance when incorporated in
the OM-LSA estimator. A theoretical limit, achiev-
able by calculating the noise spectrum from the
noise itself, is also considered. Fig. 6 shows the
average segmental SNR improvement obtained for
various noise types and at various noise levels. It
can be readily seen that the MCRA approach con-
sistently achieves the best results under all noise
conditions, and its performance is close to the
theoretical limit.
The segmental SNR measure takes into account

both residual noise and speech distortion. Since it
lacks indication about the structure of the residual
noise, a subjective comparison was conducted us-
ing speech spectrograms and validated by informal
listening tests. Example of speech spectrograms ob-
tained with theMCRA andminimum statistics noise
estimates are shown in Fig. 7. Particularly, compare
the low frequency formants, which have been re-
moved with the minimum statistics noise estimate,
but are well preserved with the MCRA noise es-
timate. The minimum statistics noise estimate re-
lies on the assumptions that the power of the noisy
speech frequently decays to the power of the noise
signal, and its bias can be compensated by a con-
stant correction factor [15,17]. Occasionally, these
assumptions are not satis6ed and the noise is over-
estimated, resulting in the attenuation of low SNR
phonemes.
The comparison between the OM-LSA estima-

tor and the MM-LSA, STSA and LSA estimators is
performed with the noise estimated by the MCRA
approach. The average improvements in segmen-
tal SNR, obtained by these estimators, are shown
in Fig. 8 (notice that the solid lines in Figs. 6 and
8 are the same). The OM-LSA estimate achieves
the best results under all noise conditions. Its su-
periority is more signi6cant for low input SNRs. A
comparison using speech spectrograms is shown in
Fig. 9. In contrast to the MM-LSA, STSA and LSA
estimators, where high a posteriori SNR produces
high spectral gains resulting in a random appear-
ance of tone-like noise (musical-noise phenomena),
the OM-LSA estimator attenuates noise by identi-
fying noise-only regions (q̂ → qmax) and reducing

Fig. 8. Comparison of speech estimators, STSA (dotted) LSA
(dashed) MM-LSA (dashdot) and OM-LSA (solid), for various
noise types and levels. Average segmental SNR improvement
using the MCRA noise estimate for: (a) white Gaussian noise;
(b) car interior noise; (c) F16 cockpit noise.

the gain correspondingly to Gmin. Yet, it avoids the
attenuation of weak speech components by letting
q̂ descend to zero in speech regions.

7. Conclusion

We have described a speech enhancement sys-
tem for non-stationary noise environments. The sys-
tem comprises an OM-LSA speech estimator and a
MCRA noise estimate. The spectral gain function
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Fig. 9. Comparison of speech estimators. Spectrograms of enhanced speech using: (a) the STSA estimator (SegSNR=6:5 dB); (b) the
LSA estimator (SegSNR=7:8 dB); (c) the MM-LSA estimator (SegSNR=8:4 dB); (d) the OM-LSA estimator (SegSNR=9:7 dB).
Noise is estimated by the MCRA method. The original and noisy speech are depicted in Fig. 7.

is obtained by modifying the gain function of the
conventional LSA estimator, based on a binary hy-
pothesis model. The modi6cation includes a lower
bound for the gain, which is determined by a sub-
jective criteria for the noise naturalness, and ex-
ponential weights, which are given by the condi-
tional speech presence probability. Moreover, based
on the decision-directed approach of Ephraim and
Malah [7], we proposed an estimator '̂(k; ‘) (Eq.
(18)) for the a priori SNR, which is shown to be
preferable to that commonly used in other works
(e.g. [7,8,12,13,16]).
The noise spectrum estimate is formulated as

a recursive average of the noisy observed sig-
nal’s STFT, where the smoothing parameter is
adjusted by the speech presence probability. We
diPerentiate between the speech presence=absence
hypotheses used for estimating the clean speech,
and the hypotheses that control the adaptation of
the noise spectrum. Presence of speech, in the case
of noise estimation, is determined by the ratio be-
tween the local energy of the noisy signal and its
minimum within a speci6ed time window. In the

case of speech estimation, on the other hand, the
a priori speech absence probability is related to
the time-frequency distribution of the estimated a
priori SNR.
The proposed OM-LSA and MCRA estimators

have been tested and compared to conventional
speech and noise estimators, in various noise types
and levels. The evaluation consisted of an objective
improvement in segmental SNR measure, study of
speech spectrograms and subjective listening tests.
Results show that both the OM-LSA and MCRA
estimators achieve the best performance under all
tested environmental conditions. Combining these
estimators, excellent noise suppression is obtained,
while retaining weak speech components and
avoiding the musical residual noise phenomena.
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