Cutoff due to pointwise degradations in color images

Alex Golts* and Yoav Y. Schechner

Department of Electrical Engineering, Technion—Israel Institute of Technology, Haifa 32000, Israel

*Corresponding author: alexgo@tx.technion.ac.il

Received May 19, 2014; revised September 25, 2014; accepted October 1, 2014;
posted October 3, 2014 (Doc. ID 210086); published November 14, 2014

Many studies analyze resolution limits in single-channel, pan-chromatic systems. However, color imaging is popular. Thus, there is a need for its modeling in terms of resolving capacity under noise. This work analyzes the probability of resolving details as a function of spatial frequency in color imaging. The analysis introduces theoretical bounds for performance, using optimal linear filtering and fusion operations. The work focuses on resolution loss caused strictly by noise, without the presence of imaging blur. It applies to full-field color systems, which do not compromise resolution by spatial multiplexing. The framework allows us to assess and optimize the ability of an imaging system to distinguish an object of given size and color under image noise. © 2014 Optical Society of America

1. INTRODUCTION

Many imaging problems are characterized by pointwise image formation models [1,2]. These models treat each pixel independent of its surroundings, unlike effects such as optical blur. Such problems include specularities over a diffuse reflection[3,4], flash photography[5], attenuation and path radiance in haze[6–11], and dirt on windows[12]. Even in such pointwise problems, which lack optical blur, noise degrades the effective resolution (see Fig. 1), as shown in [2]. However, the analysis in [2] applies to single-channel, monochrome sensors.

Color imaging is common. Medicine[13], astronomy[14], and defense[15] are just a few domains of use. Color imaging requires the capture of several spectral measurements. Some systems use more than the red–green–blue (RGB) trichromatic channels. A statistical study of hyperspectral images is presented in [16]. For color, some psycho-physical studies were conducted, in an effort to gain better understanding of human vision[17–20]. Practical approaches for resolution enhancement using data from multiple image sensors have also been presented[21–23].

Several image acquisition techniques exist for color imaging. Some systems split the light and project it onto (typically three) separate monochrome sensors, using a prism. Different forms of time-multiplexing techniques are also available, typically for hyperspectral imaging[24–29]. In this concept, one sensor is used for capturing all spectral channels, at different times. Another possibility is to use spatial-multiplexing techniques. Here, the spectral channels are captured across different areas of a single monochrome sensor. As a result, spatial resolution is compromised. Spatial-multiplexing was demonstrated using a prism[30]. However, the most popular way of generating color images is using a color filter array (CFA). A generalized CFA approach has been proposed for hyperspectral imaging[31]. For RGB images, a Bayer pattern CFA[32] is commonly used. Reference[33] discusses Bayer sensors and their inherent resolution limitations.

Noise and resolution analysis are part of performance prediction models. These models are required as a tool for system engineers during design. Sometimes, such models are also used when the possibility to perform actual experiments is limited due to high risk or cost[34]. Most available performance prediction models are for single-channel systems, such as pan-chromatic visible light sensors or single-channel infrared sensors[35].

Our work focuses on full-field color imaging systems, which, unlike Bayer, do not fundamentally degrade resolution. We show that a system’s spatial resolution can be enhanced by multispectral information, in comparison to a pan-chromatic imaging system.

This paper derives limiting cutoff frequency under noise, in color imaging. The analysis is irrespective of a potential human in the process. This paper generalizes a prior study on limits in monochrome images[2]. The analysis in our study accounts for inherent detector noise, as well as potential noise filtering, which is optimally derived for each color channel. It also considers optimal image fusion, which can be viewed as filtering as well, albeit in the color domain. The goal is to assess, within a desired success rate, the spatial cutoff frequency, given color specifications of a system and scenario. An imaging system’s effective cutoff also defines its smallest recoverable target size.
2. BACKGROUND

A. Pointwise Degradations

Let \( I_{\text{pp}}(x) \) be the image irradiance of an object acquired at pixel \( x = (x, y) \), in color channel \( c \), under ideal conditions, without any degradation effects. Due to pointwise degradation effects, the measured signal in each color channel takes the form

\[
I_{c}(x) = I_{\text{pp}}(x) + a_{c}(x) + n_{c}(x).
\] (1)

Here, \( t_{c}(x) \) and \( a_{c}(x) \geq 0 \) are, respectively, deterministic multiplicative and additive effects per color channel \([36]\). The pointwise model applies to a wide range of problems. For example, \( t_{c}(x) \) can be a distance-dependent atmospheric transmittance \([1,2]\). Then, \( a_{c}(x) \) accounts for path radiance (airlight) \([19]\). In addition, \( n_{c}(x) \) accounts for random noise. The \( c \) dependency generalizes the monochrome model given in \([2]\). We aim to assess resolution limits in color imaging systems. We account for loss of details due to pointwise degradations, such as random noise. Usually, pointwise degradations are considered as effects which reduce sensitivity, rather than resolution.

According to \([1,2,37–39]\), the overall noise variance (assuming a camera without amplifier nonlinearities \([40,41]\)) in the image is \( \sigma^{2}(x) = \chi_{c}I(x) + \psi_{c} \), where \( \chi_{c}, \psi_{c} > 0 \), while \( I_{c}(x) \) is the expected image intensity given in Eq. (1), excluding \( n_{c}(x) \). The term \( \chi_{c} \) parameterizes signal-dependent photon (shot) noise \([42,43]\). The term \( \psi_{c} \) expresses signal-independent random noise components. As detailed in \([39,42,44]\), \( \psi_{c} = \rho^{2}_{\text{read}} + \rho^{2}_{\text{digit}} + D_{c}T_{c} \), where \( \rho_{\text{read}} \) is the detector readout noise standard deviation (STD), \( \rho_{\text{digit}} \) is the noise STD of the sensor quantizer, \( D_{c} \) is the detector dark current, and \( T_{c} \) is the exposure time.

Following Eq. (1), the signal-to-noise (SNR) can be different between color channels. One reason is that noise variance depends on the local image signal. The non-negative additive component \( a_{c}(x) \) also has spectral dependency. In Section 3 we account for variability in SNR among the color channels, suggesting an optimal fusion process in the color domain, that suits a given color distribution of SNR values.

The model presented here for pointwise degradations is meant to describe a category of problems that our model for limiting cutoff frequency applies to. Some works focus on estimating various model parameters such as \( t_{c}(x) \) and \( a_{c}(x) \), in various scenarios. In this work we study the fundamental resolution limits due to unknown random noise and not due to a systematic error of model parameters. If there is such a systematic error, it of course biases the error further. We do not aim to estimate these parameters in this work. They are assumed to be known.

B. Monochrome Resolution Cutoff

The ability to recover an object of given size depends on the SNR \([2]\). At low spatial frequencies, the signal can be distinguished even for very low SNR, contrary to the situation in higher spatial frequencies. Reference \([3]\) finds a monochrome effective cutoff frequency due to random noise, within a desired success rate of object recovery. The analysis also accounts for potential linear noise filtering. The notion of frequency response and thus the limiting cutoff frequency is enabled by linear systems theory. Given an effective limiting cutoff frequency \( u_{\text{cutoff}} \), the transversal length of the smallest object that can be recovered successfully is

\[
m = \frac{1}{2u_{\text{cutoff}}} \text{[pixels]}. \] (2)

Consider a single-channel image signal of the form

\[
s(x) = A \cos(2\pi u'x). \] (3)

It has horizontal spatial frequency \( u' \in [0, \frac{1}{2}] \text{cy/pixel} \) and amplitude \( A \). This signal is corrupted by white Gaussian noise with STD \( \sigma \). A signal at a specific spatial frequency is studied, since it indicates the potential of recovering an object of given size [Eq. (2)]. Similar to Ref. [2], we define the SNR of such an input signal as

\[
\text{SNR}_{m} = \frac{|A|}{\sigma}. \] (4)

Reference [2] shows that applying a linear averaging window filter can increase an output SNR. The maximum increase is achieved for a window of size

\[
W_{\text{max}}(u) = (2u)^{-1}. \] (5)

Note that the maximal window size is constrained by the signal spatial frequency. If a larger window size was chosen, signal details would be lost.

The SNR increase factor for this optimal window size is

\[
C_{\text{max}}(u) = \frac{1}{\sin(\pi u)}. \] (6)

The SNR in the processed image is thus

\[
\text{SNR}_{\text{out}}(u) = C_{\text{max}}(u)\text{SNR}_{m}(u). \] (7)

Let \( \rho \in [0, 1] \) be a minimum required rate of successful object recovery. The rate \( \rho \) imposes \([2]\) a minimal required output SNR

\[
\text{SNR}_{\text{out}}^{\text{min}} = \text{erf}^{-1}(\rho). \] (8)

Substituting Eq. (6) into Eq. (7), the maximum resolvable cutoff spatial frequency is

\[
u_{\text{cutoff}} = \frac{1}{\pi \cdot \text{arcsin} \left( \frac{\text{SNR}_{m}}{\text{SNR}_{\text{out}}^{\text{max}}} \right)}. \] (9)

Spatial filtering using \( W_{\text{max}}(u) \) is not meant \([2]\) to be a practical denoising method. It rather serves as an accessory to obtaining a closed-form expression for a resolution bound, \( u_{\text{cutoff}} \). In Section 3, this approach for assessing the limiting cutoff is extended to color images.

3. FULL-FIELD COLOR IMAGES

We extend the principles of Section 2B to color imaging systems. We focus on general systems, putting aside human perception considerations. In this work, we discuss high-end imaging systems that, unlike Bayer-based sensors \([33]\), do not compromise resolution by spatial multiplexing. A prism-based
3CCD system is the most common example. Other designs include N-CCD (N > 3), time multiplexing (e.g., a camera with an external spectral filter wheel), and FOVEON X3 technology [45,46]. They consist of three distinct sensor arrays corresponding to the R, G, and B channels. The Bayer sensor, a popular means of acquiring color images, is outside the scope of this paper. Its inherent resolution loss is analyzed separately in Ref. [33].

Assume N image channels. Each channel c contains a signal as in Eq. (3)

\[ s_c(x) = A_c \cos(2\pi u' x) + B_c, \]  

(10)

where \( A_c \) is the per-color signal amplitude, and \( B_c \) is a constant ("DC") background level. The values of \( \{A_c\} \) and \( \{B_c\} \) jointly define the color of the object. A per-color phase component is neglected following analysis in [33]. The noise STD in each channel is \( \sigma_c \). The SNR per channel is

\[ \text{SNR}_c^\text{in}(u) = \frac{|A_c|}{\sigma_c}. \]  

(11)

An example of such a signal is shown in Fig. 2, in RGB representation. It is a yellow signal over a green background. We can see that the variations are easier to distinguish in low spatial frequencies, or high SNR. Figure 2 is a sample color representation of a monochrome plot [2]. The solid black line represents a monochrome cutoff, according to [2]. The dotted horizontal arrow denotes \( \text{SNR}_\text{min}^\text{in} \). Below this arrow, the signal's SNR is greater than \( \text{SNR}_\text{min}^\text{in} \), and the formula for the limiting cutoff frequency [Eq. (5)] is not used. When the SNR is greater than this threshold, there is no need for averaging filtering as described in Section 2.B. A signal's probability of recovery is independent of spatial frequency when its raw SNR is above the minimal threshold \( \text{SNR}_\text{min}^\text{in} \).

A. Filtering in the Spectral/Color Domain

A technique for SNR optimization [47] is linear fusion based on the Rayleigh principle [48]. It ultimately results in a weighted sum of the color channels: a linear filter in the color domain. A measured signal level is

\[ \hat{s}_c(x, y) = s_c(x, y) + n_c(x, y). \]  

(12)

where \( s_c(x, y) \) is given by Eq. (10), and \( n_c(x, y) \propto \mathcal{N}(0, \sigma_c^2) \) is spatially uncorrelated (white) Gaussian noise with STD \( \sigma_c \). The vector of measured values is \( \mathbf{s}(x, y) = [\hat{s}_1(x, y), \hat{s}_2(x, y), \ldots, \hat{s}_N(x, y)]^T \), where \( T \) denotes transposition. Using vector notations for the signal and noise in all image channels

\[ \hat{s}(x, y) = s(x, y) + n(x, y). \]  

(13)

A fused image is a weighted sum of the raw multichannel pixel data

\[ g(x, y) = \langle \alpha, \hat{s}(x, y) \rangle = \sum_{c=1}^{N} a_c \hat{s}_c(x, y). \]  

(14)

where \( \langle \rangle \) is the inner product operator, \( \alpha \) is a pixelwise weight vector, and \( a_c \) is its cth element.

The respective powers of the signal and noise in the fused image are

\[ \|g_A(x, y)\|^2 = \alpha^T A(x, y) A^T (x, y) \alpha, \]  

(15)

\[ \|g_n(x, y)\|^2 = \alpha^T n(x, y) n^T (x, y) \alpha. \]  

(16)

Let

\[ C_A = A(x, y) A^T (x, y) \]  

(17)

be the cross-color signal amplitude correlation matrix, and

\[ C_n = E\{n(x, y) n^T (x, y)\} \]  

(18)

be the noise covariance matrix, where \( E \) is the expectation operator. Since \( n_c(x, y) \propto \mathcal{N}(0, \sigma_c^2) \), \( C_n = \text{diag} \{\sigma_c^2\} \).

The square of the local SNR in the fused image is

\[ \text{SNR}_c^2(x, y) = \frac{E\{\|g_A(x, y)\|^2\}}{E\{\|g_n(x, y)\|^2\}} = \frac{\alpha^T C_A \alpha}{\alpha^T C_n \alpha} \]  

(19)

Equation (19) is a generalization of Rayleigh’s quotient [48]. We seek a weight vector \( \alpha \) that maximizes the SNR. Then, the gradient of Eq. (19) with respect to \( \alpha \) is null. Since \( C_n \) is positive-definite, this requirement leads to an eigenvalue problem

\[ C_n^{-1} C_A \alpha = \text{SNR}^2 \alpha. \]  

(20)

Note that \( \text{SNR}^2 \) is the eigenvalue of \( C_n^{-1} C_A \), and \( \alpha \) is the corresponding eigenvector.

By the Rayleigh principle [48], the SNR of the fused image is maximized if \( \alpha \) is the eigenvector corresponding to the largest eigenvalue \( \text{SNR}_{\text{max}}^2 \) of \( C_n^{-1} C_A \). The vector \( \alpha \) is normalized so that \( \sum_{c=1}^{N} a_c = 1 \). The maximum SNR following spectral fusion is \( \text{SNR}_{\text{max}}^2 \). It is the square root of the largest eigenvalue. Equation (14) yields a monochrome image. This image is then analyzed as in [2], using an optimal averaging window per spatial frequency [Eq. (5)]. This completes a spatio-spectral enhancement process.

Next, we demonstrate the benefit due to the proposed fusion process. For this purpose, we define a gain factor. It is the pixelwise ratio between the SNR of an optimally fused image...
and the SNR of a pan-chromatic image. The latter is equivalent to the choice of a spectrally uniform weight vector \( \alpha \). The gain factor is

\[
D_{\text{max}} \equiv \frac{\text{SNR}_{\text{fused}}^{\text{out}}}{\text{SNR}_{\text{pan}}^{\text{in}}}
\]

(21)

where \( \text{SNR}_{\text{pan}}^{\text{in}} \) is the pan-chromatic SNR, and \( \text{SNR}_{\text{fused}}^{\text{out}} \) is the SNR following optimal color fusion (equivalent to \( \text{SNR}_{\text{max}} \)).

B. Demonstration

We applied our color fusion approach to a hyperspectral image in the visible spectral range. The image was taken from the database used in [16]. It consists of 1392 x 1040 pixels and 31 spectral channels. Figure 3(a) shows the image we chose, rendered in RGB. Figure 3(b) shows how it would appear, had it been captured with a pan-chromatic camera: photons from all 31 channels are simply integrated. The images used in [16] were captured in good lighting conditions, using a quality camera with high spatial resolution. Therefore, noise is not significant in Fig. 3. The benefit of our approach is most dominant when pointwise degradations such as noise are apparent. So, we simulate image capture in two types of noisy conditions. The original noiseless image in spectral channel \( c \) is \( s_c \). We then add random noise with STD \( \sigma_c \) to each pixel in every image channel. The resulting noisy image is \( \hat{s}_c \).

In order to fuse the hyperspectral channels according to Section 3.1.1, we need pixelwise estimates of \( A_c \). In practice, natural images contain many spatial frequency components. However, we may estimate the signal amplitude locally by a localized contrast estimation of \( s_c \), the noiseless image

\[
|A_c(x, y)| = |s_c * (1 - h_{\text{avg}})|
\]

(22)

where \( h_{\text{avg}} \) is a 5 x 5 averaging filter. This yields the differential signal of each pixel relative to an estimate of its close background level. This signal estimation is used along with the noise STD \( \sigma_c \) in the pixelwise calculation of the optimal weight vector \( \alpha(x, y) \).

Note again that we do not propose a denoising or spectral fusion method. This linear process is done to demonstrate our approach for assessing resolution capabilities in color images, corrupted by noise.

The noise is estimated at each pixel location according to the noise model from Section 2.A, \( \sigma_c^2(x) = \chi_c s_c(x) + \psi_c \). We used \( \chi_c = 1 \), while \( \psi_c \) was chosen differently in each of the two scenarios that we analyzed.

1. Low Variability SNR\(^\text{eq}\)

In this scenario, we add noise with an identical \( \psi_c \). This component was chosen to be dominant relative to the signal-dependent photon noise. In haze or fog, intense path radiance reaches the camera in all spectral channels. The scattering is dominant compared to the signal, so the photon noise has a low variability across \( c \), and so does the SNR. Low variability SNR also occurs in cameras limited by spectrally constant readout noise. Figure 4(a) shows the image obtained in this case, rendered in RGB. Figure 4(b) shows the same image, as it would appear in a pan-chromatic camera. Figure 4(c) shows the resulting fused image, after performing color fusion as explained in Section 3.1. In this scenario the two images are very similar, with only slight improvement due to fusion. Figure 4(d) shows \( D_{\text{max}}(x, y) \), the optimal SNR gain due to color fusion [Eq. (21)].

2. High Variability SNR\(^\text{eq}\)

Now, we add noise with the component \( \psi_c \) inversely proportional to the camera’s spectral sensitivity. The reason is that channels with low sensitivity may require longer exposure time, thus increasing dark current. Another possible reason is the selection of a larger amplifier in channels with low

![Fig. 4](image-url)  
(a) RGB-rendered image for low variability SNR\(^\text{eq}\). (b) Same image, as it would appear in a pan-chromatic camera. (c) Optimally fused image, for low variability SNR\(^\text{eq}\). Only slight improvement may be noticed, e.g., in distinguishing the left side of the chimney from the sky background. (d) Pixelwise ratio between the SNR of the optimally fused image to the SNR of the pan-chromatic image, \( D_{\text{max}}(x, y) \). It never goes below 1; thus the fused image is never degraded compared to the pan-chromatic case. Here, the gain goes up to almost 2, but mostly it takes values closer to 1.

![Fig. 5](image-url)  
(a) RGB-rendered image for high variability SNR\(^\text{eq}\). (b) Same image, as it would appear in a pan-chromatic camera. (c) Optimally fused image, for high variability SNR\(^\text{eq}\). Significant improvement is noticed in distinguishing small objects across the image. (d) The pixelwise ratio, \( D_{\text{max}}(x, y) \), between the SNR of the optimally fused image and the SNR of the pan-chromatic image. Here, gain is up to nearly 62.
sensitivity, thus increasing their readout noise. Figure 5(a) shows the image obtained in this case, rendered in RGB. Figure 5(b) shows the same image, as it would appear in a pan-chromatic camera. Figure 5(c) shows the resulting fused image, after color fusion. Major improvement is obtained in distinguishing details compared to the image in Fig. 5(b). Figure 5(d) shows $D_{\text{max}}(x, y)$ for this scenario.

4. CUTOFF IN FULL-FIELD SYSTEMS

We compare the optimal SNR resulting from the suggested color fusion process to the SNR obtained in a pan-chromatic image. The pan-chromatic case implies a uniform weight $\alpha \cong [0.333, 0.333, 0.333]$. It is important to note that the total number of photons is set to be equal in both color and the pan-chromatic images. This provides a “fair” comparison. It ensures that any observed improvement in $u_{\text{cutoff}}$ is due to optimal utilization of multispectral data, even though the total number of photons is equal in both cases. The SNR per color channel, however, may vary (see Section 2.A).

The SNR following optimal color fusion (See Appendix A) is

$$\text{SNR}_{\text{fused}} = \sum_{c=1}^{N} \text{SNR}_{\text{pan}}^{\text{min}} \cdot \frac{1}{\text{SNR}_{\text{pan}}^{\text{min}}} \cdot \left( \sum_{c=1}^{N} \left| \text{SNR}_{\text{c}}^{\text{min}} \right| \right) \cdot \alpha_{c}$$

(23)

where $\{\text{SNR}_{\text{pan}}^{\text{min}}\}$ are the input SNR values of the $N$ color channels. The optimal SNR gain $D_{\text{max}}$ then becomes

$$D_{\text{max}} \equiv \frac{\text{SNR}_{\text{fused}}}{\text{SNR}_{\text{pan}}} = \frac{1}{\text{SNR}_{\text{pan}}} \cdot \left( \sum_{c=1}^{N} \left| \text{SNR}_{\text{c}}^{\text{min}} \right| \right) \cdot \alpha_{c}$$

(24)

The effect of polychromacity on the maximum resolvable cutoff frequency, $u_{\text{cutoff}}$, is seen by generalizing Eq. (7) to

$$\text{SNR}_{\text{out}}(w) = C_{\text{max}}(w)D_{\text{max}}\text{SNR}_{\text{pan}}^{\text{min}}$$

(25)

Consequently, the expression for $u_{\text{cutoff}}$ in Eq. (9) becomes

$$u_{\text{cutoff}} = \frac{1}{\pi} \cdot \arcsin \left( \frac{D_{\text{max}}\text{SNR}_{\text{pan}}^{\text{min}}}{\text{SNR}_{\text{out}}^{\text{min}}} \right)$$

(26)

Figure 6 shows the cutoff frequency, $u_{\text{cutoff}}$ for two different success rates $\rho$ [related to $\text{SNR}_{\text{out}}^{\text{min}}$ through Eq. (8)], as a function of $D_{\text{max}}\text{SNR}_{\text{pan}}^{\text{min}}$. Unlike pan-chromatic images, low input SNR can be amplified by a high value of $D_{\text{max}}$, yielding a high cutoff frequency.

A. Examples

1. Numerical Examples

Let us consider two scenarios. In one, the SNR differs moderately across color channels. The other consists of an object with a very specific color (red) signal over an arbitrarily colored background. We consider both scenarios to be dominated by photon noise, due to the background "DC" signal. In the first scenario, consider an image whose RGB signal amplitude and background (given in photoelectrons) are, respectively,

$$\{A_{c}\} = [120, 100, 90]$$

$$\{B_{c}\} = [10000, 15000, 5000].$$

The photo noise STD vector is

$$\sigma_{c} \cong [\sqrt{10000}, \sqrt{15000}, \sqrt{5000}].$$

(28)

The resulting input SNR vector is $\{\text{SNR}_{\text{in}}^{\text{pan}}\} = [1.2, 0.82, 1.27]$. The color fusion process from Section 3.A yields an optimal output SNR

$$\text{SNR}_{\text{fused}} = 1.93,$$

(29)

using the weight vector $\alpha = [0.33, 0.18, 0.49]$. The pan-chromatic SNR is obtained by a uniform $\alpha$. Then,

$$\text{SNR}_{\text{pan}}^{\text{min}} = \frac{\sum_{c=1}^{3} A_{c}}{\sqrt{\sum_{c=1}^{3} \sigma_{c}^{2}}} = 1.79.$$  

(30)

Thus, from Eqs. (29) and (30)

$$D_{\text{max}} \cong 1.08.$$  

(31)

For $\text{SNR}_{\text{out}}^{\text{min}} = 3$, which corresponds to a $\rho = 0.97$ success rate, we obtain a cutoff frequency [Eq. (26)]

$$u_{\text{cutoff}}^{\text{pan}} = 0.22 \left[ \text{cy} \text{pixel}^{-1} \right]$$

(32)

In the pan-chromatic case, we use Eq. (9), or apply $D_{\text{max}} = 1$ in Eq. (26) to obtain

$$u_{\text{cutoff}}^{\text{fused}} = 0.20 \left[ \text{cy} \text{pixel}^{-1} \right]$$

(33)

Here, $u_{\text{cutoff}}^{\text{pan}}$ is 9% less than $u_{\text{cutoff}}^{\text{fused}}$.

In the second scenario, consider the following signal (in photoelectrons):

$$\{A_{c}\} = [300, 0, 0].$$

$$\{B_{c}\} = [10000, 15000, 5000].$$

(34)

It is a red object over a yellowish bright background. The photon noise STD vector can be assumed the same as in Eq. (28), since background signal is dominant. Thus, $\text{SNR}_{\text{in}}^{\text{c}} = [3, 0, 0]$. The color fusion process from Section 3.A locks on the R channel alone. This yields an optimal output SNR

$$\text{SNR}_{\text{fused}} = 1.31.$$  

(35)

using the weight vector $\alpha = [0.33, 0.18, 0.49]$. The resulting input SNR vector is $\{\text{SNR}_{\text{in}}^{\text{pan}}\} = [1.2, 0.82, 1.27]$. The color fusion process from Section 3.A yields an optimal output SNR

$$\text{SNR}_{\text{fused}} = 1.93,$$

(29)

using the weight vector $\alpha = [0.33, 0.18, 0.49]$. The pan-chromatic SNR is obtained by a uniform $\alpha$. Then,

$$\text{SNR}_{\text{pan}}^{\text{min}} = \frac{\sum_{c=1}^{3} A_{c}}{\sqrt{\sum_{c=1}^{3} \sigma_{c}^{2}}} = 1.79.$$  

(30)

Thus, from Eqs. (29) and (30)

$$D_{\text{max}} \cong 1.08.$$  

(31)

For $\text{SNR}_{\text{out}}^{\text{min}} = 3$, which corresponds to a $\rho = 0.97$ success rate, we obtain a cutoff frequency [Eq. (26)]

$$u_{\text{cutoff}}^{\text{pan}} = 0.22 \left[ \text{cy} \text{pixel}^{-1} \right]$$

(32)

In the pan-chromatic case, we use Eq. (9), or apply $D_{\text{max}} = 1$ in Eq. (26) to obtain

$$u_{\text{cutoff}}^{\text{fused}} = 0.20 \left[ \text{cy} \text{pixel}^{-1} \right]$$

(33)

Here, $u_{\text{cutoff}}^{\text{pan}}$ is 9% less than $u_{\text{cutoff}}^{\text{fused}}$.

In the second scenario, consider the following signal (in photoelectrons):

$$\{A_{c}\} = [300, 0, 0].$$

$$\{B_{c}\} = [10000, 15000, 5000].$$

(34)

It is a red object over a yellowish bright background. The photon noise STD vector can be assumed the same as in Eq. (28), since background signal is dominant. Thus, $\text{SNR}_{\text{in}}^{\text{c}} = [3, 0, 0]$. The color fusion process from Section 3.A locks on the R channel alone. This yields an optimal output SNR

$$\text{SNR}_{\text{fused}} = 1.31.$$  

(35)
\[ \text{SNR}_{\text{out}} = 3. \] (35)

using the weight vector \( \mathbf{a} = [1, 0, 0] \). The pan-chromatic SNR obtained by Eq. (30) is \( \text{SNR}_{\text{pan}} = 1.73 \), thus \( D_{\text{max}} = 1.73 \). Taking \( \text{SNR}_{\text{out}} = 3 \), which corresponds to a \( \rho = 0.97 \) success rate, we obtain a cutoff frequency

\[ u_{\text{cutoff}}^{\text{fused}} = 0.5 \left[ \frac{\text{cy}}{\text{pixel}} \right]. \] (36)

In the pan-chromatic case

\[ u_{\text{cutoff}}^{\text{pan}} = 0.20 \left[ \frac{\text{cy}}{\text{pixel}} \right]. \] (37)

Here, \( u_{\text{cutoff}}^{\text{pan}} \) is 60% less than \( u_{\text{cutoff}}^{\text{fused}} \).

We see that depending on the scenario, the benefit of polychromatic imaging can vary a lot. If the variability in SNR across the color channels is small, then it contributes moderately. If the variability is large, it can enable discrimination of much smaller objects.

2. Simulation—Varying Spatial Frequency

Figure 7 emphasizes the improvement that can be achieved using three image channels versus pan-chromatic imaging. Here, the pan-chromatic SNR, \( \text{SNR}_{\text{pan}} \), varies between 0.25 and 5 in the vertical axis. The noise variance is identical in all three channels. The signal was chosen as

\[ \{ A_c \} = [0, 15, 0]. \] (38)

while \( u' \propto u \).

Figure 7(a) shows the signal, rendered in RGB. The solid blue line represents the limiting cutoff frequency for a 50% success chance (\( \rho = 0.5 \)), without accounting for the potential benefit of color information (see Section 2.B).

Figure 7(b) shows the same signal, as it would appear in a pan-chromatic camera (\( \mathbf{a} \approx [0.333, 0.333, 0.333] \)). Figure 7(c) shows the result of the color fusion process. In Fig. 7(c), the SNR is increased relative to Fig. 7(b) (\( \text{SNR}_{\text{pan}} \)) by a \( D_{\text{max}} = \sqrt{3} \). Note that the solid blue line in Fig. 7(c) is closer to the upper-right corner, meaning that the limiting cutoff frequency has increased, for the same input SNR. This improvement is obtained due to the optimal utilization of multispectral information. In this example, the signal is fully associated with the green channel, thus the chosen weight vector is \( \mathbf{a} \approx [0, 1, 0] \).

B. What If the Signal Is Uncertain?

Similar to the spatial filtering in the monochrome case (see Section 2.B), note that the spectral fusion process presented in Section 3.A is not meant for image processing. We rather use it as a step in obtaining the expression for the limiting cutoff frequency, \( u_{\text{cutoff}}^{\text{fused}} \). If this method was to be used for fusion in practice, an estimation of \( A_c(x, y) \) and \( n(x, y) \) would be required.

Here, we show an example for the effect of uncertainty in the per-channel signal components, \( \{ A_c \} \). Suppose the noise STD is known. Inaccurate \( \{ A_c \} \) implies suboptimal fusion weight vector \( \mathbf{a} \), and thus suboptimal SNR [Eq. (19)]. This yields an underestimated cutoff frequency [Eq. (26)]. As an example, we take the per-channel signal and noise distribution of the first scenario presented in Section 4.A.1. Figure 8 shows the cutoff frequency that would be achieved as a function of the relative estimation error of each \( A_c \) component. The dotted horizontal line represents the pan-chromatic cutoff frequency. We can see that a relatively large uncertainty in any \( A_c \) component would still ensure improvement over the pan-chromatic case, even though the performance is less than optimal. So, in this scenario, the cutoff frequency is insensitive to an error in \( \{ A_c \} \).

Even if no signal and noise STD estimation is available, the fusion weight vector \( \mathbf{a} \) can be sought empirically: at low SNR, a correct \( \mathbf{a} \) reveals details in what otherwise appears as random noise.
5. DISCUSSION
We analyzed an effective limiting cutoff that can be achieved in a given color scenario, with given system properties, based on linear systems theory. Our framework can serve as a guideline when designing a polychromatic imaging system and a tool for performance evaluation. We presented a unified spatiotemporal domain framework, resulting in limiting cutoff frequencies. Our work generalizes Ref. [2], which studies the limiting cutoff frequency in a single-channel, monochrome scenario. By utilizing a known linear technique for spectral fusion, we derived an analytical expression for the fused SNR. This increase in SNR expresses the objective benefit of color information, over a pan-chromatic system with the same total number of photons entering the system. Finally, we propose a modified, color-enhanced expression for the limiting cutoff frequency. We demonstrated our approach to assessing limiting cutoff frequency in color images, by numerical examples, simulations, and a demonstration using a real hyperspectral image.

Analysis should also be done for the Bayer CFA sensor, which is common in color imaging. Additional work can deal with alternative fusion operations and nonwhite random noise. Our analysis neglected a per-color phase component, following analysis performed on natural RGB images [33]. In future work, it is worth considering image domains other than RGB and hyperspectral visible data.

APPENDIX A: DERIVATION OF $\text{SNR}_{\text{fused}}^\text{out}$

Let $\text{SNR}_{\text{fused}}^\text{out}$ be the square root of the largest eigenvalue $\lambda_1$ of $C^{-1}_nC_A$. The matrix $C_n$ is diagonal with the per-channel noise variance, $\sigma_i^2$ as its eigenvalues. Thus, $C^{-1}_n$ takes the form

$$C^{-1}_n = \begin{pmatrix} 1/\sigma_1^2 & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & 1/\sigma_N^2 \end{pmatrix}.$$ (A1)

The Matrix $C_A$ is

$$C_A = \begin{pmatrix} A_1^2 & A_1A_2 & \cdots & A_1A_N \\ A_2A_1 & A_2^2 & \cdots & A_2A_N \\ \vdots & \vdots & \ddots & \vdots \\ A_NA_1 & A_NA_2 & \cdots & A_N^2 \end{pmatrix}. \quad (A2)$$

Thus, $C^{-1}_nC_A$ is

$$C^{-1}_nC_A = \begin{pmatrix} A_1^2/\sigma_1^2 & A_1A_2/\sigma_1^2 & \cdots & A_1A_N/\sigma_1^2 \\ A_2A_1/\sigma_2^2 & A_2^2/\sigma_2^2 & \cdots & A_2A_N/\sigma_2^2 \\ \vdots & \vdots & \ddots & \vdots \\ A_NA_1/\sigma_N^2 & A_NA_2/\sigma_N^2 & \cdots & A_N^2/\sigma_N^2 \end{pmatrix}. \quad (A3)$$

Let $\hat{i}$ and $\hat{j}$ be the $i$th and $j$th columns of $C^{-1}_nC_A$, respectively. It is evident that $\hat{i} = \frac{\lambda_1}{\sigma_1^2} \hat{i}_1$, $\forall i,j$. Thus, all columns of $C^{-1}_nC_A$ are linearly dependent, and $\text{rank}(C^{-1}_nC_A) = 1$. The number of nonzero eigenvalues of a matrix $M$ is at most $\text{rank}(M)$ [49]. Therefore, $C^{-1}_nC_A$ has one eigenvalue at most. Another theorem [50] states that trace$(M)$ equals the sum of its eigenvalues. In our case, the sum of the eigenvalues of $C^{-1}_nC_A$ equals to its only nonzero eigenvalue (if one such exists). Therefore,

$$\text{SNR}_{\text{fused}}^\text{out} = \sqrt{2} = \sqrt{\text{trace}(C^{-1}_nC_A)} = \sqrt{\sum_{r=1}^{N} \text{SNR}_{\text{fused}}^r}. \quad (A4)$$
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