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ABSTRACT
Routers built around a single-stage crossbar and a central-
ized scheduler do not scale, and (in practice) do not pro-
vide the throughput guarantees that network operators need
to make efficient use of their expensive long-haul links. In
this paper we consider how optics can be used to scale ca-
pacity and reduce power in a router. We start with the
promising load-balanced switch architecture proposed by C-
S. Chang. This approach eliminates the scheduler, is scal-
able, and guarantees 100% throughput for a broad class of
traffic. But several problems need to be solved to make this
architecture practical: (1) Packets can be mis-sequenced,
(2) Pathological periodic traffic patterns can make through-
put arbitrarily small, (3) The architecture requires a rapidly
configuring switch fabric, and (4) It does not work when
linecards are missing or have failed. In this paper we solve
each problem in turn, and describe new architectures that
include our solutions. We motivate our work by designing a
100Tb/s packet-switched router arranged as 640 linecards,
each operating at 160Gb/s. We describe two different im-
plementations based on technology available within the next
three years.
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1. INTRODUCTION AND MOTIVATION
This paper is motivated by two questions: First, how

can the capacity of Internet routers scale to keep up with
growths in Internet traffic? And second, can optical tech-
nology be introduced inside routers to help increase their
capacity?

Before we try to answer these questions, it is worth ask-
ing if the questions are still relevant. After all, the Internet
is widely reported to have a glut of capacity, with aver-
age link utilization below 10%, and a large fraction of in-
stalled but unused link capacity [1]. The introduction of
new routers has been delayed, suggesting that faster routers
are not needed as urgently as we once thought.

While it is not the goal of this paper to argue when new
routers will be needed, we argue that the capacity of routers
must continue to grow. The underlying demand for network
capacity (measured by the amount of user traffic) continues
to double every year [2], and if this continues, will require an
increase in router capacity. Otherwise, Internet providers
must double the number of routers in their network each
year, which is impractical for a number of reasons: First,
it would require doubling either the size or the number of
central offices each year. But central offices are reportedly
full already [3], with limited space, power supply and ability
to dissipate power from racks of equipment. And second,
doubling the number of locations would require enormous
capital investment and increases in the support and mainte-
nance infrastructure to manage the enlarged network. Yet
this still would not suffice; additional routers are needed to
interconnect other routers in the enlarged topology, so it
takes more than twice as many routers to carry twice as
much user traffic with the same link utilization. Instead,
it seems reasonable to expect that router capacity will con-
tinue to grow, with routers periodically replaced with newer
higher capacity systems.

Historically, routing capacity per unit volume has dou-
bled every eighteen months (see Figure 1).1 If Internet traf-
fic continues to double every year, in nine years traffic will
have grown eight times more than the capacity of individual
routers.

Each generation of router consumes more power than the

1Capacity is often limited by memory bandwidth (defined
here as the speed at which random packets can be retrieved
from memory). Despite large improvements in I/O band-
widths, random access time has improved at only 1.1-fold
every eighteen months. Router architects have therefore
made great strides to introduce new techniques to overcome
this limitation.



0.1

1

10

100

1000

1986 1988 1990 1992 1994 1996 1998 2000 2002 2004

C
ap

ac
it

y 
of

 C
om

m
er

ci
al

 R
ou

te
r 

pe
r 

R
ac

k 
(G

bp
s)

  

2.05x/18 months

Figure 1: The growth in router capacity over time,
per unit volume. Each point represents one com-
mercial router at its date of introduction, normal-
ized to how much capacity would fit in a single
rack. Best linear fit: 2.05-fold increase every 18
months [4].

last, and it is now difficult to package a router in one rack
of equipment. Network operators can supply and dissipate
about 10 kW per rack, and single-rack routers have reached
this limit. There has therefore been a move towards multi-
rack systems, with either a remote, single-stage crossbar
switch and central scheduler [5, 6, 7, 8], or a multi-stage,
distributed switch [9, 10]. Multi-rack routers spread the
system power over multiple racks, reducing power density.
For this reason, most high-capacity routers currently under
development are multi-rack systems.

Existing multi-rack systems suffer from two main prob-
lems: Unpredictable performance, and poor scalability (or
both). Multi-rack systems with distributed, multistage
switching fabrics (such as buffered Benes or Clos networks,
hypercubes or toroids) have unpredictable performance.
This presents a problem for the network operators: They
don’t know what utilization they can safely operate their
routers at; and if the throughput is less than 100%, they are
unable to use the full capacity of their expensive long-haul
links. This is to be contrasted with single-stage switches for
which throughput guarantees are known [11, 12].

However, single-stage switches (e.g. crossbars with com-
bined input and output queueing) have problems of their
own. Although arbitration algorithms can theoretically give
100% throughput,2 they are impractical because of the com-
plexity of the algorithm, or the speedup of the buffer mem-
ory. In practice, single-stage switch fabrics use sub-optimal
schedulers (e.g. based on WFA [13] or iSLIP [14]) with
insufficient speedup to guarantee 100% throughput. Fu-
ture higher capacity single-stage routers are not going to
give throughput guarantees either: Centralized schedulers
don’t scale with an increase in the number of ports, or with
an increase in the line-rate. Known maximal matching al-
gorithms for centralized schedulers (PIM [15], WFA [13],
iSLIP [14]) need at least O(N2) interconnects for the arbi-
tration process, where N is the number of linecards. Even
if arbitration is distributed over multiple ASICs, intercon-

2For example WFA [13] with a speedup of 2, MWM with a
speedup of one [12].

nect power still scales with O(N2). The fastest reported
centralized scheduler (implementing maximal matches, a
speedup of less than two and no 100% throughput guar-
antees) switches 256 ports at 10Gbps [5]. This design aims
to maximize capacity with current ASIC technology, and is
limited by the power dissipation and pin-count of the sched-
uler ASICs. Scheduler speed will grow slowly (because of the

O(N2) complexity, it will grow approximately with
√
N),

and will continue to limit growth.
In summary, multi-rack systems either use a multi-stage

switch fabric spread over multiple racks, and have unpre-
dictable throughput; or they use a single-stage switch fabric
in a single rack that is limited by power, and use a central-
ized scheduler with unpredictable throughput. If a router
is to have predictable throughput, its capacity is currently
limited by how much switching capacity can be placed in a
single rack. Today, the limit is approximately 2.5Tb/s, and
is constrained by power consumption.

Our goal is to identify architectures with predictable
throughput and scalable capacity. In this paper we’ll ex-
plain how we can use optics with almost zero power con-
sumption to place the switch fabric of a 100Tb/s router
in a single rack, without sacrificing throughput guarantees.
This is approximately 40 times greater than the electronic
switching capacity that could be put in a single rack today.
We describe our conclusion that the Load-Balanced switch,
first described by C-S. Chang et al. in [16] (which extends
Valiant’s method [17]), is the most promising architecture.
It has provably 100% throughput. It is scalable: It has no
central scheduler, and is amenable to optics. It simplifies
the switch fabric, replacing a frequently scheduled and re-
configured switch with two identical switches that follow a
fixed sequence, or are built from a mesh of WDM channels.

In what follows we will start by describing Chang’s Load-
Balanced switch architecture in Section 2, and explain how it
guarantees 100% throughput without a scheduler. We then
tackle four main problems with the basic Load-Balanced
switch that make it unsuitable for use in a high-capacity
router: (1) It requires a rapidly configuring switch fabric,
making it difficult, or expensive to use an optical switch
fabric, (2) Packets can be mis-sequenced, (3) Pathologi-
cal periodic traffic patterns can make throughput arbitrar-
ily small, and (4) It does not work when some linecards
are missing or have failed. In the remainder of the paper
we find practical solutions to each: In Section 4 we show
how novel buffer management algorithms can prevent mis-
sequencing and eliminate problems with pathological peri-
odic traffic problems. The algorithms also make possible
multiple classes of service. In Section 5 we show how prob-
lem (3) can be solved by replacing the crossbar switches by
a fixed optical mesh — a powerful and perhaps surprising
extension of the load-balanced switch. And then in Sec-
tion 6 we explain why problem (4) is the hardest problem
to solve. We describe two implementations that solve the
problem: One with a hybrid electro-optical switch fabric,
and one with an all-optical switch fabric.

2. LOAD-BALANCED ARCHITECTURE

2.1 The Architecture
The basic load-balanced switch is shown in Figure 2, and

consists of a single stage of buffers sandwiched by two iden-
tical stages of switching. The buffer at each intermediate
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Figure 2: Load-balanced router architecture

input is partitioned into N separate FIFO queues, one per
output (hence we call them virtual output queues, VOQs).
There are a total of N2 VOQs in the switch.

The operation of the two switch fabrics is quite different
from a normal single-stage packet switch. Instead of pick-
ing a switch configuration based on the occupancy of the
queues, both switching stages walk through a fixed sequence
of configurations. At time t, input i of each switch fabric is
connected to output [(i + t) mod N ] + 1; i.e. the configu-
ration is a cyclic shift, and each input is connected to each
output exactly 1

N
-th of the time, regardless of the arriving

traffic. We will call each stage a fixed, equal-rate switch. Al-
though they are identical, it helps to think of the two stages
as performing different functions. The first stage is a load-
balancer that spreads traffic over all the VOQs. The second
stage is an input-queued crossbar switch in which each VOQ
is served at a fixed rate.

When a packet arrives to the first stage, the first switch
immediately transfers it to a VOQ at the (intermediate) in-
put of the second stage. The intermediate input that the
packet goes to depends on the current configuration of the
load-balancer. The packet is put into the VOQ at the inter-
mediate input according to its eventual output. Sometime
later, the VOQ will be served by the second fixed, equal-
rate switch. The packet will then be transferred across the
second switch to its output, from where it will depart the
system.

2.2 100% Throughput
At first glance, it is not obvious how the load-balanced

switch can make any throughput guarantees; after all, the
sequence of switch configurations is pre-determined, regard-
less of the traffic or the state of the queues. In a conventional
single-stage crossbar switch, throughput guarantees are only
possible if a scheduler configures the switch based on knowl-
edge of the state of all the queues in the system. In what
follows, we will give an intuitive explanation of the archi-

tecture, followed by an outline of a proof that it guarantees
100% throughput for a broad class of traffic.

Intuition: Consider a single fixed, equal-rate crossbar
switch with VOQs at each input, that connects each input
to each output exactly 1

N
-th of the time. For the moment,

assume that the destination of packets is uniform; i.e. ar-
riving packets are equally likely to be destined to any of the
outputs.3 (Of course, real network traffic is nothing like this
— but we will come to that shortly.) The fixed, equal-rate
switch serves each VOQ at rate R/N , allowing us to model
it as a GI/D/1 queue, with arrival rate λ < R/N and ser-
vice rate µ = R/N . The system is stable (the queues will
not grow without bound), and hence it guarantees 100%
throughput.

Fact: If arrivals are uniform, a fixed, equal-rate switch,
with virtual output queues, has a guaranteed throughput of
100%.

Of course, real network traffic is not uniform. But an ex-
tra load-balancing stage can spread out non-uniform traffic,
making it sufficiently uniform to achieve 100% throughput.
This is the basic idea of the two-stage load-balancing switch.
A load-balancing device spreads packets evenly to all the in-
puts of a second, fixed, equal-rate switch.

Outline of proof: The load-balanced switch has 100%
throughput for non-uniform arrivals for the following reason.
Referring again to Figure 2, consider the arrival process, a(t)
(with N -by-N traffic matrix Λ) to the switch. This process
is transformed by the sequence of permutations in the load-
balancer, π1(t), into the arrival process to the second stage,
b(t) = π1(t) · a(t). The VOQs are served by the sequence of

3More precisely, assume that when a packet arrives, its des-
tination is picked uniformly and at random from among the
set of outputs, independently from packet to packet.
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permutations in the switching stage, π2(t). If the inputs and
outputs are not over-subscribed, then the long-term service
opportunities exceed the number of arrivals, and hence the
system achieves 100% throughput:

lim
T→∞

1

T

T�

t=1

(b(t)− π2(t)) =
1

N
eΛ− 1

N
e < 0,

where e is a matrix full of 1’s.
In [16] the authors prove this more rigorously, and extend

it to all sequences {a(t)} that are stationary, stochastic and
weakly mixing.

3. A 100TB/S ROUTER EXAMPLE
The load-balanced switch seems to be an appealing ar-

chitecture for scalable routers than need performance guar-
antees. In what follows we will study the architecture in
more detail. To focus our study, we will assume that we
are designing a 100Tb/s Internet router that implements
the requirements of RFC 1812 [18], arranged as 640 line-
cards operating at 160Gb/s (OC-3072). We pick 100Tb/s
because it is challenging to design, is probably beyond the
reach of a purely electronic implementation, but seems pos-
sible with optical links between racks of distributed line-
cards and switches. It is roughly two orders of magnitude
larger than Internet routers currently deployed, and seems
feasible to build using technology available in approximately
three years time. We pick 160Gb/s for each linecard because
40Gb/s linecards are feasible now, and 160Gb/s is the next
logical generation.

We will adopt some additional requirements in our design:
The router must have a guaranteed 100% throughput for
any pattern of arrivals, must not mis-sequence packets, and
should operate correctly when populated with any number
of linecards connected to any ports.

The router is assumed to occupy multiple racks, as shown
in Figure 3, with up to 16 linecards per rack. Racks are
connected by optical fibers and one or more racks of optical
switches. In terms of optical technology, we will assume
that it is possible to multiplex and demultiplex 64 WDM
channels onto a single optical fiber, and that each channel
can operate at up to 10Gb/s.

Each linecard will have three parts: An Input Block, an
Output Block, and an Intermediate Input Block, shown in
Figure 4. As is customary, arriving variable length packets
will be segmented into fixed sized packets (sometimes called
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Figure 4: Linecard block diagram

“cells”, though not necessarily equal to a 53-byte ATM cell),
and then transferred to the eventual output, where they are
reassembled into variable length packets again. We will call
them fixed-size packets, or just “packets” for short. The
Input Block performs address lookup, segments the variable
length packet into one or more fixed length packets, and
then forwards the packet to the switch. The Intermediate
Input Block accepts packets from the switch and stores them
in the appropriate VOQ. It takes packets from the head of
each VOQ at rate R/N and sends them to the switch to be
transferred to the output. Finally, the Output Block accepts
packets from the switch, collects them together, reassembles
them into variable length packets, and delivers them to the
external line. Each linecard is connected to the external line
with a bidirectional link at rate R, and to the switch with
two bidirectional links at rate R.

Despite its scalability, the basic load-balanced switch has
some problems that need to be solved before it meets our
requirements. In the following sections we describe and then
solve each problem in turn.

4. SWITCH RECONFIGURATIONS

4.1 Fixed Mesh
While the load-balanced switch has no centralized sched-

uler to configure the switch fabric, it still needs a switch
fabric of size N × N that is reconfigured for each packet
transfer (albeit in a deterministic, predetermined fashion).
While optical switch fabrics that can reconfigure for each
packet transfer offer huge capacity and almost zero power
consumption, they can be slow to reconfigure (e.g. MEMS
switches that typically take over 10ms to reconfigure) or
are expensive (e.g. switches that use tunable lasers or re-
ceivers).4 Below, we’ll see how the switch fabric can be
replaced by a fixed mesh of optical channels that don’t need
reconfiguring.

Our first observation is that we can replace each fixed,
equal-rate switch with N2 fixed channels at rate R/N , as
illustrated in Figure 5(a).

Our second observation is that we can replace the two
switches with a single switch running twice as fast. In the
basic switch, both switching stages connect every (input,
output) pair at fixed rate R/N , and every packet traverses
both switching stages. We replace the two meshes with a

4A glossary of the optical devices used in this paper appears
in the Appendix.
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Figure 5: Two ways in which the load-balanced
switch can be implemented by a single fixed-rate
uniform mesh. In both cases, two stages operating
at rate R/N , as shown in (a), are replaced by one
stage operating at 2R/N , and every packet traverses
the mesh twice. In (b), the mesh is implemented
by N2 fibers. In (c), the mesh is N2 WDM chan-
nels interconnected by an AWGR. λiw is transmitted
on wavelength λw from input i and operates at rate
2R/N .

single mesh that connects every (input, output) pair at rate
2R/N , as shown in Figure 5(b). Every packet traverses the
single switching stage twice; each time at rate R/N . This
is possible because in a physical implementation, a linecard
contains an input, an intermediate input and an output.
When a packet has crossed the switch once, it is in an in-
termediate linecard; from there, it crosses the switch again
to reach the output linecard.

The single fixed mesh architecture leads to a couple of
interesting questions. The first question is: Does the mesh
need to be uniform? i.e. so long as each linecard transmits
and receives data at rate 2R, does it matter how the data is
spread across the intermediate linecards? Perhaps the first
stage linecards could spread data over half, or a subset of
the intermediate linecards. The answer is that if we don’t
know the traffic matrix, the mesh must be uniform. Other-
wise, there is not a guaranteed aggregate rate of R available
between any pair of linecards. The second question is: If
it is possible to build a packet switch with 100% through-
put that has no scheduler, no reconfigurable switch fabric,
and buffer memories operating without speedup, where does
the packet switching actually take place? It takes place at
the input of the buffers in the intermediate linecards — the
linecard decides which output the packet is destined to, and
writes it to the correct VOQ.

4.2 When N is Large
A mesh of links works well for small values of N , but in

practice, N2 optical fibers or electrical links is impractical or

too expensive. For example, a 64-port router, with 40Gb/s
lines (i.e. a capacity of 2.5Tb/s) would require 4,000 fibers
or links, each carrying data at 1.25Gb/s. Instead, we can
use wavelength division multiplexing to reduce the number
of fibers, and increase the data-rate carried by each. This
is illustrated in Figure 5(c). Instead of connecting to N
fibers, each linecard multiplexes N WDM channels onto one
fiber, with each channel operating at 2R/N . The N × N
arrayed waveguide grating router (AWGR) in the middle is
a passive data-rate independent optical device that routes
wavelength w at input i to output [(i + w − 2) mod N ] +
1. The number of fibers is reduced to 2N , at the cost of
N wavelength multiplexers and demultiplexers, one on each
linecard. The number of lasers is the same as before (N 2),
with each of the N lasers on one linecard operating at a
different, fixed wavelength. Currently, it is practical to use
about 64 different WDM channels, and AWGRs have been
built with more than 64 inputs and outputs [19]. If each
laser can operate at 10Gb/s,5 this would enable routers to
be built up to about 20Tb/s, arranged as 64-ports, each
operating at R = 320Gb/s.

Our 100Tb/s router has too many linecards to connect
directly to a single, central optical switch. A mesh of WDM
channels connected to an AWGR (Figure 5(c)) would require
640 distinct wavelengths, which is beyond what is practical
today. In fact a passive optical switch cannot interconnect
640 linecards. To do so inherently requires the switch to
take data from each of the 640 linecards and spread it back
over all 640 linecards in at least 640 distinct channels. We
are not aware of any multiplexing scheme that can do this.
If we try to use an active optical switch instead (such as a
MEMS switch [21], electro-optic [22] or electro-holographic
waveguides [23]), we must reconfigure it frequently (each
time a packet is transferred), and we run into problems of
scale. It does not seem practical to manufacture an active,
reliable, frequently reconfigured 640-port switch from any
of these technologies. And so we need to decompose the
switch into multiple stages. Fortunately this is simple to
do with a load-balanced switch. The switch does not need
to be non-blocking; it just needs a path to connect each
input to each output at a fixed rate.6 In Section 6, we will
describe two different three-stage switch fabric architectures
that decompose the switch fabric by arranging the linecards
in groups (corresponding, in practice, to racks of linecards).

5. PACKET MIS-SEQUENCING
In the basic architecture, the load-balancer spreads pack-

ets without regard to their final destination, or when they
will depart. If two packets arrive back to back at the same
input, and are destined to the same output, they could be
spread to different intermediate linecards, with different oc-
cupancies. It is possible that their departure order will be re-
versed. While mis-sequencing is allowed (and is common) in
the Internet,7 network operators generally insist that routers
do not mis-sequence packets belonging to the same applica-

5The modulation rate of lasers has been steadily increasing,
but it is hard to directly modulate a laser faster because of
wavelength instability and optical power ringing [20]. For
example, 40Gb/s transceivers use external modulators.
6Compare this with trying to decompose a non-blocking
crossbar into, say, a multiple stage Clos network.
7Internet RFC 1812 “Requirements for IP Version 4
Routers” [18] does not forbid mis-sequencing.



tion flow. In its current version, TCP does not perform well
when packets arrive to the destination out of order because
they can trigger un-necessary retransmissions.

There are two approaches to preventing mis-sequencing:
To prevent packets from becoming mis-sequenced anywhere
in the router [24]; or to bound the amount of mis-sequencing,
and use a re-sequencing buffer in the third stage [25]. None
of the schemes published to date would work in our 100Tb/s
router. The schemes use schedulers that are hard to imple-
ment at these speeds, need jitter control buffers that require
N writes to memory in one time slot [25], or require the
communication of too much state information between the
linecards [24].

5.1 Full Ordered Frames First
Instead we propose a scheme geared toward our 100Tb/s

router. Full Ordered Frames First (FOFF) bounds the dif-
ference in lengths of the VOQs in the second stage, and then
uses a re-sequencing buffer at the third stage.

FOFF runs independently on each linecard using infor-
mation locally available. The input linecard keeps N FIFO
queues — one for each output. When a packet arrives, it is
placed at the tail of the FIFO corresponding to its eventual
output. The basic idea is that, ideally, a FIFO is served
only when it contains N or more packets. The first N pack-
ets are read from the FIFO, and each is sent to a different
intermediate linecard. In this way, the packets are spread
uniformly over the second stage.

More precisely, the algorithm for linecard i operates as
follows:

1. Input i maintains N FIFO queues, Q1 . . . QN . An ar-
riving packet destined to output j is placed in Qj .

2. Every N time-slots, the input selects a queue to serve
for the next N time-slots. First, it picks round-robin
from among the queues holding more than N packets.
If there are no such outputs, then it picks round-robin
from among the non-empty queues. Up to N packets
from the same queue (and hence destined to the same
output) are transferred to different intermediate line-
cards in the next N time-slots. A pointer keeps track
of the last intermediate linecard that we sent a packet
to for each flow; the next packet is always sent to the
next intermediate linecard.

Clearly, if there is always at least one queue with N pack-
ets, the packets will be uniformly spread over the second-
stage, and there will be no mis-sequencing. All the VOQs
that receive packets belonging to a flow receive the same
number of packets, so they will all face the same delay, and
won’t be mis-sequenced. Mis-sequencing arises only when
no queue has N packets; but the amount of mis-sequencing
is bounded, and is corrected in the third stage using a fixed
length re-sequencing buffer.

5.2 Properties of FOFF
FOFF has the the following properties which are proved

in [26].

• Packets leave the switch in order. FOFF bounds the
amount of mis-sequencing inside the switch, and re-
quires a re-sequencing buffer that holds at most N 2 +1
packets.

• No pathological traffic patterns. The 100% through-
put proof for the basic architecture relies on the traffic
being stochastic and weakly mixing between inputs.
While this might be a reasonable assumption for heav-
ily aggregated backbone traffic, it is not guaranteed.
In fact, it is easy to create a periodic adversarial traf-
fic pattern that inverts the spreading sequence, and
causes packets for one output to pile up at the same
intermediate linecard. This can lead to a throughput
of just R/N for each linecard.

FOFF prevents pathological traffic patterns by spread-
ing a flow between an input and output evenly across
the intermediate linecards. FOFF guarantees that the
cumulative number of packets sent to each intermedi-
ate linecard for a given flow differs by at most one.
This even spreading prevents a traffic pattern from
concentrating packets to any individual intermediate
linecard. As a result, FOOF generalizes the 100%
throughput to any arriving traffic pattern; there are
provably no adversarial traffic patterns that reduce
throughput, and the switch has the same throughput
as an ideal output-queued switch. In fact, the average
packet delay through the switch is within a constant
from that of an ideal output-queued switch.

• FOFF is practical to implement. Each stage requires
N queues. The first and last stage hold at most
N2 + 1 packets per linecard (the second stage holds
the congestion buffer, and its size is determined by the
same factors as in a shared-memory work-conserving
router). The FOFF scheme is decentralized, uses
only local information, and does not require complex
scheduling.

• Priorities in FOFF are practical to implement. It is
simple to extend FOFF to support k priorities using k ·
N queues in each stage. These queues could be used to
distinguish different service levels, or could correspond
to sub-ports.

We now move on to solve the final problem with the load-
balanced switch.

6. FLEXIBLE LINECARD PLACEMENT
Designing a router based on the load-balanced switch is

made challenging by the need to support non-uniform place-
ment of linecards. If all the linecards were always present
and working, they could be simply interconnected by a uni-
form mesh of fibers or wavelengths as shown in Figure 5.
But if some linecards are missing, or have failed, the switch
fabric needs to be reconfigured so as to spread the traffic
uniformly over the remaining linecards. To illustrate the
problem, imagine that we remove all but two linecards from
a load-balanced switch based on a uniform mesh. When all
linecards were present, the input linecards spread data over
N center-stage linecards, at a rate of 2R/N to each. With
only two remaining linecards, each must spread over both
linecards, increasing the rate to 2R/2 = R. This means that
the switch fabric must now be able to interconnect linecards
over a range of rates from 2R/N to R, which is impractical
(in our design example R = 160Gb/s).

The need to support an arbitrary number of linecards is a
real problem for network operators who want the flexibility
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Figure 6: Partitioned switch fabric.

to add and remove linecards when needed. Linecards fail,
are added and removed, so the set of operational linecards
changes over time. For the router to work when linecards
are connected to arbitrary ports, we need some kind of re-
configurable switch to scatter the traffic uniformly over the
linecards that are present. In what follows, we’ll describe
two architectures that accomplish this. As we’ll see, it re-
quires quite a lot of additional complexity over and above
the simple single mesh.

6.1 Partitioned Switch
To create a 100Tb/s switch with 640 linecards, we need to

partition the switch into multiple stages. Fortunately, par-
titioning a load-balanced switch is easier than partitioning a
crossbar switch, since it does not need to be completely non-
blocking in the conventional sense; it just needs to operate
as a uniform fully-interconnected mesh.

To handle a very large number of linecards, the architec-
ture is partitioned into G groups of L linecards. The groups
are connected together by M different G × G middle stage
switches. The middle stage switches are statically config-
ured, changing only when a linecard is added, removed or
fails. The linecards within a group are connected by a local
switch (either optical or electrical) that can place the out-
put of each linecard on any one of M output channels and
can connect M input channels to any linecard in the group.
Each of the M channels connects to a different middle stage
switch, providing M paths between any pair of groups. This
is shown in Figure 6. The number M depends on the uni-
formity of the linecards in the groups. For uniform linecard
placement, the middle switches need to distribute the out-
put from each group to all the other groups, which requires

G middle stage switches.8 In this simplified case M = G,
i.e. there is one path between each pair of groups. Each
group sends 1/G-th of its traffic over each path to a differ-
ent middle-stage switch to create a uniform mesh. The first
middle-stage switch statically connects input 1 to output
1, input 2 to output 2, and so on. Each successive switch
rotates its configuration by one; for example, the second
switch connects input 1 to output 2, input 2 to output 3,
and so on. The path between each pair of groups is subdi-
vided into L2 streams; one for each pair of linecards in the
two groups. The first-stage local switch uniformly spreads
traffic, packet-by-packet, from each of its linecards over the
path to another group; likewise, the final-stage local switch
spreads the arriving traffic over all of the linecards in its
group. The spreading is therefore hierarchical: The first-
stage allows the linecards in a group to spread their outgoing
packets over the G outputs; the middle-stage interconnects
groups; and the final-stage spreads the incoming traffic from
the G paths over the L linecards.

The uniform spreading is more difficult when linecards are
not uniform, and the solution is to increase the number of
paths M between the local switches.

Theorem 1. We need at most M = L + G − 1 static
paths, where each path can support up to 2R, to spread traffic
uniformly over any set of n ≤ N = G×L linecards that are
present so that each pair of linecards are connected at rate
2R/n.

The theorem is proved formally in [26], but it is easy to
show an example where this number of paths is needed. Con-
sider the case when the first group has L line cards, but all

8Strictly speaking, this requires that G ≥ L if each channel
is constrained to run no faster than 2R.
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Figure 7: Hybrid optical and electrical switch fabric.

the other groups have just one linecard. A uniform spread-
ing of data among the groups would not be correct. The
first group needs to send and receive a larger fraction of the
data. The simple way to handle this is to increase the num-
ber of paths, M , between groups by increasing the number
of middle-stage switches, and by increasing the number of
ports on the local switches. If we add an additional path
for the each linecard that is out of balance, we can again
use the middle-stage switches to spread the data. Since the
maximum imbalance is L−1, we need to have M = L+G−1
paths through the middle switch. In the example given, the
extra paths are routed to the first group (which is full), so
now the data is distributed as desired, with L/(L + G − 1)
of the data arriving at the first group.

The remaining issue is that the path connections depend
on the particular placement of the linecards in the groups,
so they must be flexible and change when the configuration
of the switch changes. There are two ways of building this
flexibility. One uses MEMS devices as an optical patch-panel
in conjunction with electrical crossbars, while the other uses
multiple wavelengths, MEMS and optical couplers to create
the switch.

6.2 Hybrid Electro-Optical Switch
The electro-optical switch is a straightforward implemen-

tation of the design described above. As before, the architec-
ture is arranged as G groups of L linecards. In the center, M
statically configured G×G MEMS switches interconnect the
G groups. The MEMS switches are reconfigured only when
a linecard is added or removed and provide the ability to cre-
ate the needed paths to distribute the data to the linecards
that are actually present. This is shown in Figure 7. Each
group of linecards spreads packets over the MEMS switches
using an L × M electronic crossbar. Each output of the
electronic crossbar is connected to a different MEMS switch

over a dedicated fiber at a fixed wavelength (the lasers are
not tunable). Packets from the MEMS switches are spread
across the L linecards in a group by an M × L electronic
crossbar.

We need an algorithm to configure the MEMS switches
and schedule the crossbars. Because the switch has exactly
the number of paths we need, and no more, the algorithm
is quite complicated, and is beyond the scope of this paper.
A description of the algorithm, and proof of the following
theorem appears in [26].

Theorem 2. There is a polynomial-time algorithm that
finds a static configuration for each MEMS switch, and
a fixed-length sequence of permutations for the electronic
crossbars to spread packets over the paths.

6.3 Optical Switch
Building an optical switch that closely follows the electri-

cal hybrid is difficult since we need to independently control
both of the local switches. If we used an AWGR and wave-
lengths as the local switches, they could not be indepen-
dently controlled. Instead, we modify the problem by allow-
ing each linecard to have L optical outputs, where each op-
tical output uses a tunable laser. Each of the L×L outputs
from a group goes to a passive star coupler that combines
it with the similar output from each of the other groups.
This organization creates a large (L × G) number of paths
between the linecards; the output fiber on the linecard se-
lects which linecard in a group the data is destined for and
the wavelength of the light selects one of the G groups. It
might seem that this solution is expensive, since it multi-
plies the number of links by L. However, the high line rates
(2R = 320Gb/s) will force the use of parallel optical chan-
nels in any architecture, so the cost in optical components
is smaller than it might seem.

Once again, the need to deal with unbalanced groups



Tunable
Lasers

Static
MEMS

Linecard 1

Linecard 2

2x2

2x2

Static
MEMS

Tunable
Filters

Linecard 3

Linecard 4

2x2

2x2

Linecard 5

Linecard 6

2x2

2x2

3x3
Passive
Optical

Star Coupler

Group 1

Group 2

Group 3

Group 1

Group 2

Group 3

3x3
Passive
Optical

Star Coupler

3x3
Passive
Optical

Star Coupler

3x3
Passive
Optical

Star Coupler

Linecard 1

Linecard 2

2x2

2x2

Linecard 3

Linecard 4

2x2

2x2

Linecard 5

Linecard 6

2x2

2x2

Figure 8: An optical switch fabric for G = 3 groups with L = 2 linecards per group.

makes the switch more complex than the uniform design.
The large number of potential paths allows us to take a dif-
ferent approach to the problem in this case. Rather than
dealing with the imbalance, we logically move the linecards
into a set of balanced positions using MEMS devices and
tunable filters. This organization is shown in Figure 8.
Again, consider our example in which the first group is full,
but all of the other groups have just one linecard. Since the
star couplers broadcast all the data to all the groups, we can
change the effective group a card sits in by tuning its input
filter. In our example we would change all the linecards not
in the first group to use the second wavelength, so that ef-
fectively all the single linecards are grouped together as a
full second group. The MEMS are then used to move the
position of these linecards so they do not occupy the same
logical slot position. For example, the linecard in the second
group will take the 1st logical slot position, the linecard in
the third group will take the 2nd logical slot position, and so
on. Together these rebalance the arrangement of linecards
and allows the simple distribution algorithm to work.

7. PRACTICALITY OF 100TB/S ROUTER
It is worth asking: Can we build a 100Tb/s router using

this architecture, and if so, could we package it in a way
that network operators could deploy in their network?

We believe that it is possible to build the 100Tb/s hybrid
electro-optical router in three years. The system could be
packaged in multiple racks as shown in Figure 3, with G = 40
racks each containing L = 16 linecards, interconnected by
L+G−1 = 55 statically configured 40×40 MEMS switches.

To justify this, we will break the question down into a
number of smaller questions. Our intention is to address
the most salient issues that a system designer would con-
sider when building such a system. Clearly our list can-
not be complete. Different systems have different require-
ments, and must operate in different environments. With
this caveat, we consider the following different aspects.

7.1 The Electronic Crossbars
In the description of the hybrid electro-optical switch, we

assumed that one electronic crossbar interconnects a group
of linecards, each at rate 2R = 320Gb/s. This is too fast for
a single crossbar, but we can use bit-slicing. We’ll assume
W crossbar slices, where W is chosen to make the serial
link data-rate achievable. For example, with W = 32, the
serial links operate at a more practical 10Gb/s. Each slice
would be a 16 × 55 crossbar operating at 10Gb/s. This is
less than the capacity of crossbars that have already been
reported [27].

Figure 9 shows L linecards in a group connected to W
crossbar slices, each operating at rate 2R/W . As before,
the outputs of the crossbar slices are connected to lasers.
But now, the lasers attached to each slice operate at a dif-
ferent, fixed wavelength, and data from all the slices to the
same MEMS switch are multiplexed onto a single fiber. As
before, the group is connected to the MEMS switches with
M fibers. If a packet is sent on the n-th crossbar slice, it will
be delivered to the n-th crossbar slice of the receiving group.
Apart from the use of slices to make a parallel datapath, the
operation is the same as before.

Each slice would connect to M = 55 lasers or optical re-
ceivers. This is probably the most technically challenging,
and interesting, design problem for this architecture. One
option is to connect the crossbars to external optical mod-
ules, but might lead to prohibitively high power consump-
tion in the electronic serial links. We could reduce power
if we could directly connect the optical components to the
crossbar chips. The direct attachment (or “solder bump-
ing”) of III-V opto-electronic devices onto silicon has been
demonstrated [28], but is not yet a mature, manufacturable
technology, and is an area of continued research and explo-
ration by us, and others. Another option is to attach optical
modulators rather than lasers. An external, high powered
continuous wave laser source could illuminate an array of
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integrated modulators on the crossbar switch. The array of
modulators modulate the optical signal and couple it to an
outgoing fiber [29].

7.2 Packaging 100Tb/s of MEMS Switches
We can say with confidence that the power consumption

of the optical switch fabric will not limit the router’s capac-
ity. Our architecture assumes that a large number of MEMS
switches are packaged centrally. Because they are statically
configured, MEMS switches consume almost no power, and
all 100Tb/s of switching can be easily packaged in one rack
using commercially available MEMS switches today. Com-
pare this with a 100Tb/s electronic crossbar switch, that
connects to the linecards using optical fibers. Using today’s
serial link technology, the electronic serial links alone would
consume approximately 8kW (assume 400mW and 10Gb/s
per bidirectional serial link). The crossbar function would
take at least 100 chips, requiring multiple extra serial links
between them; hence the power would be much higher. Fur-
thermore, the switch needs to terminate over 20,000 optical
channels operating at 10Gb/s. Today, with commercially
available optical modules, this would consume tens of kilo-
watts, would be unreliable and prohibitively expensive.

7.3 Fault-Tolerance
The load-balanced architecture is inherently fault-

tolerant. First, because it has no centralized scheduler, there
is no electrical central point of failure for the router. The
only centrally shared devices are the statically configured
MEMS switches, which can be protected by extra fibers from
each linecard rack, and spare MEMS switches. Second, the
failure of one linecard will not make the whole system fail;
the MEMS switches are reconfigured to spread data over the
correctly functioning linecards. Third, the crossbars in each
group can be protected by an additional crossbar slice.

7.4 Building 160Gb/s Linecards
We assume that the address lookup, header processing

and buffering on the linecards are all electronic. Header
processing will be possible at 160Gb/s using electronic tech-

nology available within three years. At 160Gb/s, a new min-
imum length 40-byte packet can arrive every 2ns, which can
be processed quite easily by a pipeline in dedicated hard-
ware. 40Gb/s linecards are already commercially available,
and anticipated reductions in geometries and increases in
clock speeds will make 160Gb/s possible within three years.

Address lookups are challenging at this speed, but it will
be feasible within three years to perform pipelined lookups
every 2ns for IPv4 longest-prefix matching. For example,
one could use 24Mbytes of 2ns SRAM (Static RAM)9 and
the brute force lookup algorithm in [30] that completes one
lookup per memory reference in a pipelined implementation.

The biggest challenge is simply writing and reading pack-
ets from buffer memory at 160Gb/s. Router linecards con-
tain 250ms or more of buffering so that TCP will behave
well when the router is a bottleneck, which requires the
use of DRAM (dynamic RAM). Currently, the random ac-
cess time of DRAMs is 40ns (the duration of twenty mini-
mum length packets at 160Gb/s!), and historically DRAMs
have increased in random access speed by only 10% every
18 months. We have solved this problem in other work by
designing a packet buffer using commercial memory devices,
but with the speed of SRAM and the density of DRAM [31].
This technique makes it possible to build buffers for 160Gb/s
linecards.

7.5 Packaging 16 Linecards in a Rack
Network operators frequently complain about the power

consumption of 10Gb/s and 40Gb/s linecards today (200W
per linecard is common). If a 160Gb/s linecard consumes
more power than a 40Gb/s linecard today, then it will be dif-
ficult to package 16 linecards in one rack (16×200 = 3.2kW ).
If improvements in technology don’t solve this problem
over time, we can put fewer linecards in each rack, so

9Today, the largest commercial SRAM is 4Mbytes with an
access time of 4ns, which suggests what is feasible for on-chip
SRAM. Moore’s Law suggests that in three years 16Mbyte
SRAMs will be available with a pipelined access time below
2ns. So 24Mbytes can be spread across two physical devices.



long as G × L ≥ 640. For example, we could halve the
number of linecards per rack and double the number of
groups. This comes at the expense of more MEMS switches
(M ≥ L+G− 1).

8. CONCLUSION
Our main conclusion is that we achieved what we set

out to do: To solve the problems that allow us to de-
sign a 100Tb/s load-balanced router, with guaranteed 100%
throughput under all traffic conditions. We believe that
the electro-optic router we described, including switch fabric
and linecards, can be built using technology available within
three years, and fit within the power constraints of network
operators.

To achieve our capacity requirement, optics are necessary.
A 100Tb/s router needs to use multiple racks regardless of
the architecture, because packets need to be processed and
stored electronically, and the power consumption of the elec-
tronics is too much for a single rack. Optical links are needed
to interconnect the multiple racks, but we don’t have to use
an optical switch fabric. A distributed switch fabric could
spread the switching function over all the racks. The key
problem is that a distributed switch fabric could not guar-
antee the system throughput. But if throughput guarantees
are not needed, a distributed switch fabric (such as a torus
or hypercube) might be a reasonable alternative.

Providing throughput guarantees would normally require
a complicated centralized scheduler to configure the switch
fabric. The main advantages of the load-balanced switch are
that: (1) It allows us to eliminate the centralized scheduler
without sacrificing the throughput guarantees, and (2) It
allows us to use a switch fabric that doesn’t need to be fre-
quently reconfigured. More precisely, in the hybrid electro-
optic switch fabric only the lower-capacity local switches in
each group need to be reconfigured frequently — the high
capacity MEMS switches change only when linecards are
added or removed. The switch fabric is essentially trans-
parent, consumes no power, and eliminates power-hungry
conversions between the electrical and optical domain. All
the central switching can be packaged in a single rack.

In future, as optical technology matures, it will be pos-
sible to replace the hybrid electro-optical switch with an
all-optical fabric. This has the potential to reduce power
further by eliminating many electronic crossbars and serial
links.
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APPENDIX

A. GLOSSARY OF OPTICAL COMPO-
NENTS

• MEMS Switches - optical equivalent of a crossbar using
micromirrors to reflect optical beams from inputs to
outputs and are transparent to wavelength and data-
rate. Typical reconfiguration times are 1-10ms [21, 22].

• Tunable Lasers - lasers that can transmit light at dif-
ferent wavelengths. Tuning times of 10ns have been
demonstrated using commercial devices [32].

• Tunable Filters - optical detectors that detect channel
information at selected wavelengths. Devices have been
demonstrated with tuning times of 10ns [33].

• Passive Optical Star Coupler - light from N incoming
fibers is combined and broadcast to N outgoing fibers
with an intrinsic 1/N power loss.


