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Abstract

BSP treesand KD treesare fundamentatlata structuesfor collision detectionin walkthoughervironmentsA
basicissuein the constructionof thesehierarchical data structuesis the choiceof cutting planes.Ratherthan
basethesechoicessolelyon the propertiesof the scenewe proposeusinginformationabouthowthetreeis used
in order to determindts structue. e demonstate howthis leadsto the creationof Bsp treesthat are small,do
notrequire mud prepocessingime andrespondveryefficientlyto sequencesf collision queries.
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1. Intr oduction

Ray-shootingandcollision detectionarefundamentaprob-
lemsin computegraphics Of themary algorithmsanddata
structuresused> 7. 111214 15 we chooseto focuson Binary
SpacePartitioning(BsP) treesh %10 13 17.19,20,23,24 25 'which

represent datastructurewith arecursve searchalgorithm
embeddedh it. We explore Bsp treesfor collision detection
in walkthroughervironmentsandfor ray shootingin a nen

way.

Obviously, there are mary possible Bsptreesfor ary
givenscene The major considerationn the constructiorof
a Bsptreeis the choiceof a “good” cutting plane. Tradi-
tionally, cutting planesare chosenso asto hopefully keep
the BsP tree small underthe assumptiorthat this will help
keeptraversaltimeslow. It is not knowvn, however, how to
find the smallestesp tree for a given scenelt was shavn
thatrandomconstructioncanlimit the sizeto quadraticl®
andit seemamuchlessin practice®. In actualapplications,
peopleemplo/ greedyheuristics!8, which cannotguarantee
smalltrees(neverthelessopftenproducethem).Moreover, as
is shavn in 3, treesizeis not necessarilya significantfactor
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in thetimerequiredto answem query for querytypeswhich
neednotexplorethewholetree.

The expectationthatsmalltreeswill keepqueryresponse
times low amountsto attributing equallikelihood to each
query In otherwords, assuminga uniform distribution on
the queries.However, in “real life”, thatis not the case.
Three-dimensionakcenesare not random; nor are ray-
shootingqueriesor navigation pathsin walkthroughsys-
tems. People,and even robots, rarely navigate randomly
througha building in awalkthroughervironmentwhile aim-
lesslybouncingagainsthewalls.

Our basicpremiseis thatqueriesaretypically dependent
on previous ones.For instance certainpathsin a museum
walkthroughare more popularthan others.(Think, for ex-
ample,of theroomor hallway whereVenusde Milo is dis-
played.)Therefore,our underlyingassumptioris that data
structureconstructiorshouldnot dependsolely onthe static
data set, but rather incorporateinformation about likely
queriesThatis, ratherthanbaseBsp treeconstructioronly
on the propertiesof the sceneasis customarywe propose
gatheringinformationabouthow the treeis usedto service
ray-shootingor collision-detectiomjueriesand usethis in-
formationto determinethe BSP tree’s structure This canbe
doneif treeconstructionis delayeduntil thereis somein-
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formationaboutthe natureof the queriesit will be usedto
service.

Naylor 17 was the first to proposeconstructinga cost
modelfor BsP treeshasedon the probability distribution of
theinput (i.e., therays)or someestimateof this probability
In practicejt isassumedh 17 thatthedistributionis uniform,
andthustherelative areacanbeusedto estimatat.

As noted abore, uniform distribution is not necessar
ily representate. Ar, Chazelle& Tal 3 presentedhe self-
customizedSPtree wheretreeconstructioris basednthe
sametemporalcoherenceorinciple usedin cachesEvents
aremorelikely to happenin thefuture,if they have already
happenedh thepast.Thisis doneby hypothesizingproba-
bilistic distribution of requestdasednalog of recentlient
usage.After this learning stage,that information is used
to configurethe BSP treeto optimizeits expectedrequest-
answeringcompleity. It hasbeendemonstratedhat using
probabilisticcostmodelsto guide BspP treeconstructiorre-
sultsin treeswhich outperformotherforms of Bsp treesfor
ray shootingqueries.

But, what aboutsituationswherewe do not have ary, or
enoughinformationaheacbf time to determinahe distribu-
tion? We would still like to be ableto servicequerieseffi-
ciently. Thisis thetopic of thecurrentpaper

Thestrat@y we explorein this paperis to deferfull con-
figurationandusea partially constructedreeto respondo
querieswhile continuinginformationcollection. This leads
us to proposea nen BSP tree scheme— a defered, self-
organizingBsp tree. Thestatisticsaboutthe queriesarerep-
resentedn the structureof the (partial) treeitself. Whenit
is determinedthat enoughadditionalinformationhasbeen
collected,somemore of the treeis constructedpasedon
this information. Thus, the structureof the deferred,self-
organizingesp treeevolves,reflectingtheway it is expected
to be used,whenansweringfuture queries.Obviously, the
sameschemecanbe appliedto aKD treewhichis a special
caseof aBspPtrees.

Our deferred,self-oganizing Bsp treessuccessfullyat-
temptto constructtreesthat suit the client’s usage while
puttinganemphasi®n keepingthetreessmallandsaving on
preprocessingime. We will shav thatour proposedartial
structuringschemehasseveral obvious advantagesCorve-
niently, thereis no needfor prior information. Partial tree
constructiorcanstart,usingary availableinformationabout
queries,evenif thatinformationis not statistically signifi-
cant.Most importantly in spite of usingonly partial infor-
mationandin spite of the datastructurebeingvery simple
whennot fully constructedthe responsdo queriesis very
costeffective. In addition,sincethesereesareonly partially
constructedthey are muchsmallerthantreesproducedby
otherssp treeconstructiormethods.

Thoughsmalltreesarenotrequiredfor answeringjueries
efficiently 3, there are still mary adwantagesto reducing

treesize. For example,think of a multi-uservirtual reality
walkthroughenvironment,where eachuser“walks” along
a uniquepathin the ervironment.Different paths,on their
own, donotrequiremorethanasingleBsp treefor thewhole
system.However, different Bsp treescan be beneficialfor
queryprocessingvheneachtreefits the usagepatternsof a
specificuser Obviously, it would beadwantageou# eachof
thesetreesdid not requiretoo muchspace.

Therestof this papelis organizedasfollows. In Section2,
we definedefered, self-oganizing Bsp treesand describe
how they are constructedin Section3, we presentour ex-
perimentsand explain the results.We briefly concludein
Sectiord.

2. Definitions and TreeConstruction

A BSP treeis amethodfor partitioningn-dimensionakpace
using (n — 1)-dimensionalhyperplanesOnce a spacehas
beenpartitionedby a hyperplaneijt is representedby two

n-dimensionakub-spacesneon eachsideof the partition-
ing hyperplaneThesecannow berecursvely partitioned.

Our sceneis given asa setS of disjoint polygonsin RS.
Thesearethe scenepolygons The correspondingsP tree
is abinarytree,whereeachnodev is associateavith a par
titioning planety, anda closedconvex polyhedronCy. The
root’s polyhedronis a large box enclosingthe entirescene.
If vis notaleaf, theplanery cutsCy into thetwo convex re-
gionsassociateavith thechildrenof v. We restrictoursehes
to auto-partitionings SP trees:oneswhereeachcuttingplane
containsa scengoolygon.

Thebasicquestionin the constructiorof BSP treesis how
to choosethe cutting planes.We answerthis questionby
proposinga new BSP tree scheme- onewhich is both De-
ferredandSelf-Oganizing

Deferreddatastructuresfirst suggestedby Karp etal. 16,
involve dynamicor querydriven structuring.The ideais to
procesghe datasetonly whendoing so is requiredfor an-
sweringa query thatis during the queryprocessinghase.
This contrastswith corventional data structures that are
fully configuredprior to ary queryansweringaccesses.

A self-oganizing data structure2 4 6.21.22 js g corven-
tional datastructurewith rulesor algorithmsfor changing
itself, potentiallyaftereachaccessTherulesaredesignedo
respondo initially unknavn propertiesof theinput request
sequenceandto getthe datastructureinto a statethat will
take advantageof thesepropertiesand reducethe time per
operation.Unlike deferreddata structures self-oganizing
datastructuresarefully configuredaheadf time.

Both deferredandself-oiganizingdatastructuresarede-
signed to addressthe issue of respondingefficiently to
queriesvhenthereis notenoughprior informationaboutthe
querydistribution. In what follows, we shav howv to com-
binethesetwo notionsin the context of Bsp trees.

(© TheEurographicdssociationrandBlackwell Publisher2002.
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We definea defered, self-oganizingBspP tree as a par
tially constructedsp tree.It will have arootnode andmay
have someof thetreestructurebelav theroot, but not all of
its leaveswill beproperssp treeleaves.Eachleaf of a par
tially constructedreemay have alist of scengaceswhose
correspondinglanesarethe potentialcuttingplanedor that
BSP node.Thesefacelists are managedwith a setof rules
for their potentialre-oiganizatiorwith eachtreeaccess.

Note that the treeis usedto respondo querieseven be-
fore it is fully constructedTo do this, we startat the root
of the tree andrecursedovnwards,checkingfor collisions
againsthe polygonsassociateevith therelevanttreenodes,
in the standardvay. Whenwe getto a nodethat doesnot
have a subtreeconfiguredbelaw it, we checkfor collision
by performinga sequentiatearctthroughthatnodes list of
potentialcuttingplanes.

TREE CONSTRUCTION

A BsPtree is built incrementallyby inserting cutting
planesoneat a time. At ary time during the construction,
i.e.,atary “leaf”, alist is kept. Thisis alist L of thescene
planeqi.e.,the planescoplanamwith polygonsof S) thatare
potentialcutting planesfor that node.Whenbeginning tree
constructionthe singleleaf-nodes theroot of thetree,and
all scenepolygonsareon its list. To continueconstruction
of the BSP treeat a given node,oneof the potentialcutting
planesneedsto be chosento “split” that node.The list of
scenefacesat that nodethen needsto be parceledout to
its two childrennodes A fully constructedreeis obtained
whenthis processanno longercontinue.

Whenexecutinga sequenc®f querieson a BSP tree, the
total accesgime will be smallif frequentlyaccesseitems
areneartherootof thetree. Thus,if we expectpastquerieso
reflectlikely futureone, wewantcuttingplanesatnodesear
therootof the BsP treeto beonescorrespondingo polygons
likely to behit. To avoid extensie log-keeping thecollected
informationis representedn the datastructure bypassing
theneedto createa probabilisticmodelbasedntheinput.

Given a partially constructedree,we may at intenals,
want to configuremore of the tree. Thatis, we may want
to “split” more of the tree nodes.Thereare several issues
regardingsplitting a nodehaving a list of potentialcutting
planesFirst, when do we split a node?Secondthe closely
relatedquestiorof which nodedowe split?Third, thereis of
coursethe questionof how to maintainthe lists of potential
cuttingplanesatnodeghatmaybesplit, sothatchoosinghe
actualcutting planemay be donequickly. In whatfollows,
we will answerthesethreequestions.

NODE SPLITTING

Intuitively, we would like to rendermore structureto a
part of the treethat is useda lot for query processinglf
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we have reacheda nodefrequently andit may be split, that
meansusefulinformationis sitting in the lists, ratherthan
in BSP treestructure We would like to put thatinformation
into thetreestructure by choosingascutting planeonethat
will helpreducequeryprocessindgimein thefuture.

When using deferreddata structures there needsto be
a criterion for decidingwhento continueconfiguration.In
the caseof deferredBsp trees,that meansdecidingwhich
nodes of thosethat canbe, will be split by a cutting plane
andwhen,to createmoreof the treestructure Obviously, a
nodethatis never accessewill notbeconsideredor further
splitting. Creatingtree structurewhich is never usedto re-
spondto queriesis wastedeffort. Corversely a nodethatis
accesseérequently andis onethatmay be furthersplit, in-
dicatesa likely locationwheremore BSP tree structurewill
bebeneficiato betterqueryprocessingimes.

Thus, we countaccesses$o nodesof the partially con-
structedssp treeduringthe processingf querieslt is time
to splitanodewhenthatnodeis accessedindthe countfor
thatnodehasreached pre-specifiedhreshold This thresh-
old maybe of oneof two kinds:constanir relative A con-
stantthresholdspecifieshe numberof allowed accesseto
a nodebeforeit is split to two nodesby a cutting plane.A
relative thresholdspecifiesthenumberof accessew anode,
asafractionof totalaccesse® theBsP tree,beforethenode
is split. Below, whenawalkthroughapplicationis discussed,
anotheipossibilitywill bedescribed.

In actualuse,the BSP tree constructionis only started.
Thatis, thetreeis only aroot with alist of all scenefaces,
eachcorrespondingp apotentialcuttingplane Whenanode
is accessedndhasreachedhethresholdfor numberof ac-
cessesit is split into two nodeswith a cutting planechosen
fromiits list of polygons.If the polygonlists aremaintained
suchthatthefrequentlyaccessegolygonsarebroughtclose
to the headof thelist, choosingthefirst onthelist is agood
choice,andis obviously the quickest. Next we discusslist
maintenancenethods.

MAINTAINING FACE LISTS

The potentialcutting planesmaintainedat eachssp tree
node heedo berankedbasedn querypatternsRatherthan
maintainan explicit scorefor eachplane,we would like to
keeptherankinginformationin thestructureof thelists. This
brings us to the list updateproblemof online algorithms,
wherea list is re-olganized,potentially after eachaccess,
with the goal of speedingup queryservicetime for future
accesses.

In a partially constructedssp tree, when the searchfor
collisionreachesnodewith apolygonlist, eachlist element
is examineduntil acollisionis found,or it is determinedhat
thereis none Everytimeascendace or polygon,is checled
for collisionit is accessedlhus,it would beadwantageouto
maintainthe polygonlists soasto keepfrequentlyaccessed
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onescloseto the headof thelist. Thiswill helpkeepquery
processingimeslow, andwill keepthosepolygonsreadily
availablewhenit is time to choosea cuttingplane.

There are somewell-known, deterministiconline algo-
rithms usedfor list update,or re-oiganization.We experi-
mentedwith the mostcommononeswhichwe list below.

e Move To Front: Move eachaccessedemto thefront of
thelist.

e Transpose:Exchangaheaccesseidemwith theoneim-
mediatelybeforeit in thelist.

e FrequencyCount: Maintaina frequeng countfor each
list item. Wheneer anitem is accessedncreasets fre-
queng countby one.Maintain the list sothatitemsare
sortedn non-increasingrderof theirfrequeng counters.

Note that Move-To-Frontand Transposelefinememory-
less algorithms,while Frequeng-Countis a stratgy that
needssomeadditionalmemoryin the datastructure. How-
ever, in eithercasethe self-oganizingrulescanbe viewed
as putting the “memory” aboutthe history of pastrequests
into the datastructure py re-oilganizingit.

TREE RE-CONFIGURATION

Therearetimeswhenaccesgatternchangeadramatically
If this situationarisesandlarge partsof thetreearealready
configured,responsdo queriesmay not be as efficient as
they couldbe.If usagendicateshis situation,we chooseto
starttherelevantsub-treeconfiguratiorfrom scratch.

3. Experimental Results

We have testedour deferredself-oiganizing Bsp treesfor
two applications— ray shootingand collision detectionin
walkthroughernvironments.In this sectionwe summarize
ourfindingsandanalyzethem.

RAY SHOOTING EXPERIMENTATION

Givenaray specifiedby a point p anda direction/, and
asceneSrepresenteblly adeferredself-oilganizingssp tree,
we canfind thefirst polygonof Sthattheray hits by recurs-
ing on thefollowing processAssumethattheray is known
to cros<Cy, thepolyhedrorassociateavith atreenodev and
with acuttingplanety,. If vis aBsP leaf,thenwe maycom-
putethe answerby exhaustve examinationof all the scene
polygonsthatinterseciCy; otherwise checkif theray hitsa
scenepolygonassociateavith nodev. If it doeswe have a
collision. If thereis no collisionin v, recursdn eitherchild
whosepolyhedrorlies onthe samesideof 1y, asp.

We comparedssP trees producedusing deferred, self-
organizingmethodsto two optimized Bsp tree types. The
firstkind of BSP treewe compareagainsis whatwe call the
standad BsP treewhichis basedntheBsp codepresented
in the GraphicsGems18, andwhich we further optimized.

The stratgy usedwhenconstructinga standardssp treeis

to alwayschoosea cutting planewhich “cuts” the minimal

numberof scenefacesIn otherwords,this is a greedypro-

cedurewith the goal of minimizing the numberof intersec-
tions betweencutting planesand thus minimizing the tree
size.The secondkind of BSP treewe compareagainsts the

self-customize@dsp tree?, which baseshe scoringof the

cuttingplaneson the hypothesizegrobabilisticdistribution

of ahistoryof queries.

To comparethe performanceof theseBsp schemeswe
usetwo main measuregor the traversalcostof a directed
line in a BSP tree. We countthe numberof tree nodesac-
cessedeforethefirst collision is found. More importantly
we countthe numberof scenepolygonsthat are checled
for collision with the ray, beforea collision is found, or it
is determinedhat thereis none.In the standardand self-
customizedtrees,theseare the facesdefining the cutting
planesof tree nodesencounterediuring the search.n the
deferred self-oganizingtrees,sincethey areonly partially
built, thesemayincludebothfaceshatdefinecuttingplanes
of configuredtreenodesandmay alsoincludelists of faces
correspondingo candidatecutting planeswhenthe search
is atanodethatis notyet“split”. Thesechecksconsumehe
bulk of the computatiortime.

To benchmarkthe performanceof ary given BSPtree,
we producedray shooting queriesassuminga multivari-
atenormaldistribution. Similar distribution parametersvere
usedto simulatethelearningprocessn the self-customized
BSP trees®.

Figures1-2 presentresultsof our experiments.Next to
eachobject name,we indicate the numberof facescom-
prising it. Every objectis associatedvith a table.Eachta-
ble headelists the total numberof raysandthe numberof
ray classeqof the multi-variatedistribution). Note that the
classesnayhave differentsizes Thetablehasaline for each
of severalruns:the standard sp treeconstructionthe self-
customizeasp treeconstructionandtwo linesfor deferred,
self-olganizingtreeconstructiorruns,indicatingthe thresh-
old typeusedto determinevhento split anode(constanor
relative). The first columnindicatesthe the numberof tree
nodesaccessedbeforethe first collision is found. The sec-
ondcolumnindicateshe numberof scenepolygonsthatare
checledfor collision. Thethird columnindicateshe sizeof
theBspPtree.

We shaw theresultsof only onerun of eachpossiblede-
ferredthresholdkind, althoughwe performedmary more.
We variedthethresholdfor eachtype,andwe experimented
with all threemethodsof list maintenanceOur conclusion
is thatfrequeng countis the mostcosteffective list mainte-
nancemethod.

Our experimentsindicate that deferred,self-olganizing
BSP treescan offer stunningspeedugactors.For instance,
in the caseof the Dalek with 30,000 rays of two different
classesthe deferredBsp tree checksfor collision against

(© TheEurographicsssociationrandBlackwell Publisher2002.
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30,000rays,two classes

runtype #nodes #faces treesize
Standard 3995683 868538 68407
Self-Customized 780988 246709 86057
Deferred, Constant 67084 48926 247
Deferred, Relative 68270 44841 261
(a) Dalek- 21,814faces
60,000rays,five classes
runtype #nodes #faces treesize
Standard 8950467 1580270 1785
Self-Customized 4799768 759976 3139
Deferred, Constant 1166721 237213 169
Deferred,Relative 1130651 248176 127
(b) Ear- 454faces
120,000rays,five classes
runtype #nodes #faces treesize
Standard 7473397 1169935 7161
Self-Customized 2854606 716882 15395
Deferred, Constant 1843284 487166 245
Deferred, Relative 1924076 511810 323

(c) HumanHead- 1850faces

Figure 1: Rayshootingexperimentakesults

48 926faceq1.63facesperray, onaverage)while theself-
customizedsp checks246 709(8.22faceserray),andthe
standardsp checks868538faceq28.95 facegerray).

Thepreprocessingmefor thestandard sp maygetquite
substantiain the caseof scenesnadeup of mary facesFor
instancejn the casewith the Nerd, which has7,312faces
the preprocessingme for the standardsp is 510 326 810
microsecondslIn the samecase,the preprocessindor the
self-customizedBsspis 76,606 230 microseconds.Obvi-
ously thereis virtually no preprocessingime for a de-
ferred BsP tree. Although time is spentboth building and

(© TheEurographicsssociationrandBlackwell Publisher2002.

re-olganizingthe deferredself-oganizingtree (this time is
interleaved with query processing)jt is done only when
deemedadwantageousdn thatit paysoff in fasterprocessing
for future queries.This processs very quick sincethe self-
organizationof the lists meansthat the first faceis always
picked, andno complex computationis needed Moreover,
this is donevery rarely At the endof eachrun, very few
nodeshave actuallybeensplit, ascanbe seerwith thefinal
treesbeingvery small.For instancein the caseof the Dalek,
the standardz sp treehas68407nodes the self-customized
BSP treehas86057nodeswhile thedeferredself-olganizing
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20,000rays,oneclass

runtype #nodes #faces treesize
Standard 8765706 1273440 17941
Self-Customized 3146212 554789 25009
Deferred,Constant 1281526 329239 843
Deferred,Relative 1336004 399571 883

(d) Moraccas 3251faces

30,000rays,two classes

runtype #nodes #faces treesize
Standard 6168995 689758 36199
Self-Customized 1168756 570634 52051

Deferred, Constant

1163687 496080 353

Deferred, Relative

1176089 492143 325

(e)Nerd- 7312faces

45,000rays,threeclasses

runtype

#nodes #faces treesize

Standard

3181464 973197 9085

Self-Customized

2734468 529039 18069

Deferred, Constant

1713029 428393 897

Deferred, History

1637907 383095 1039

(e) Enterprise 1989faces

Figure 2: Rayshootingexperimentakesults(Cont’)

BSP tree, which is only partially built, hasonly 247 (261)
nodes.

WALKTHROUGH COLLISION EXPERIMENTATION

To achieve the feeling of presencén a walkthroughset-
ting, onemustaddressnary issuesakey oneamongthem
is that of collision detection.The usershouldbe keptfrom
colliding with walls or other obstaclesin this sectionwe
describeour experimentausingour deferredself-oganizing
BSP treesasour datastructurefor representingvalkthrough
scenes.

Recallthatthe Bsp treeis built incrementally by insert-
ing one cutting planeat a time. In a walkthrougherviron-
mentthisis donewhile theuseris “walking” within thegiven
sceneThefirst walk canthusbe consideredasa “training”
walk, andsubsequergimilar walksusethe partial Bsp trees
constructediuringthetrainingwalk (andcanof coursecon-
tinueconstruction).

As before therearethreequestionsvhich needto be an-
sweredWhendo we split a nodeWhich nodedo we split?
How to maintainthelists of potentialcuttingplanesatnodes
thatmaybesplit?

(© TheEurographicsssociationrandBlackwell Publisher2002.
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In generalpur goalis to constructa treewhich optimizes
collision detectionqueriesfor a specificwalk. Olviously,
facesthewalkeris morelik ely to collide with shouldbe se-
lectedas cutting planes.It is a wastedeffort to usefaces
which arefar from the walker. In otherwords,the paththe
walker usesshoulddetermineghestructureof theBsp tree.

On every stepthewalker makes,we considersplitting the
BSP nodethe walker is currentlyin. Of all the faceswhich
belongto this nodes facecandidatdist, we wish to select
the faceclosestto the walker asa cutting plane.However,
if the closestfaceis still far away from thewalker, it is not
necessario grow thetreeatall, andno cuttingplaneshould
bechosenThisis somevhatdifferentfrom theray-shooting
application,wherea nodeis split when somethresholdis
reached.

To choosehecuttingplaneefficiently, thecandidatdist at
every nodeshouldbe sortedaccordingto the distancefrom
the walker. Of course,keepingtheseslists updatedat all
timeswould be costly Insteadwe useself-oiganizinglists.
Initially, all the facesare sortedaccordingto their distance
from thewalker. Sincethe stepsthewalker makesaresmall,
very few changesieedto be doneto thelist at every step.
In fact,only afew facesfrom the headof thelist needto be
checled. Moreover, whenthelist needso be modified,one
of thenodesattheheadof thelist shouldmove forward.This
bringsusto the“move to front” methoddescribedbove.

Ohviously, only lists at the relevant nodesshouldbe up-
dated,andothernodes’lists areupdatedonly whenbecom-
ingrelevant.At times,awholelist needgo bere-sortedThis
happensitherwhenmary modificationsaredoneto a list,
or whenthethecurrentlocationof thewalker is farfrom the
locationduring previousre-sorting.

Figure3 demonstratethe constructiorof the Bsp tree,as
doneduring a walk in the sceneln Figure 3(a), the walk-
throughsceneis shavn togethermwith a specificwalk (in a
dashedine). In Figure 3(b), the BsP tree, as built for this
walk, is shawn. It canbeseerthatthoughthesceneconsists
of 24 possiblecutting planes,the constructedreeis very
small (having only 9 internalnodes).Only relevant planes,
thosethat are closeto the walk, areusedas cutting planes.
Otherplanesareleft un-explored.

As the walk begins, planel is the closestto the walker,
andthusis chosenasthe first cutting plane,andis associ-
atedwith theroot of the tree.On the secondstep,planel5
is chosensinceit is almostas close.As the walker keeps
walking, the tree neednot be further constructedsinceall
relevantfacesarestill far. Oncethewalker getscloserto the
first intersectionPlane2 becomesuficiently closeandis
choserasthe next cutting plane.Similarly, Planel6 is used
asa cutting plane.Next, Plane5 becomeghe closestandis
choserasacuttingplane.Thisis donefirst ontheleft branch
of therootnode,andafterthewalkerturnsright, ontheright
branch.As this walker is approachinghe next intersection,
Planed is choserasthenext cuttingline, followed by Plane
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3 (onbothbranche®f node5.2). This endstheconstruction
of the BsP nodefor this specificwalk. It is not necessaryo
explore all the other cutting planeswhich are far from the
walker.

Totestourdatastructurewe let ausemove throughvari-
ouswalkthroughscenesiysingbothdeferredselforganizing
BSP treesandstandarasp trees (Self-customize@sp trees
aredesignedor ray shootingapplications.Puring thefirst
walk, the deferred self organizingssp treeis built. During
subsequergimilar walks, this treeis used(andconstruction
continueswhennecessary)Recallthatthe main adwantage
of ourschemas whenit is usedfor thesesubsequergimilar
walks,sinceeachtreeis optimizedfor a specificwalk.

Figure 4 illustratesour results.Our deferredssp tree is
comparedo astandards sp tree.Eachwalkthroughscends
describedby a tableandis accompaniedvith animageof
themodel.Seealsothe color section.

Thefirst columnof thetableshavs thetreesizes Though
standards sp treesoptimizetreesizes.the deferred self or-
ganizing BSP treesmaintainonly partial constructedrees,
hence their significantly smaller sizes. The other three
columnsshawv timesin millisecondslin the“walk” column,
thewalkthroughtime usingasimilarpathto thetrainingpath
is given.In the“construct”column”the constructiortime is
given. Sincein deferredssp treesthe constructiortime in-
terleaveswith thetime of thefirst walk, we measuré¢hecon-
structiontime plusthewalk time alsofor standardsp trees.
Finally, in the“track II” columnthetimesto walk througha
differentpaththanthetrainingpathis measured.

It canbe seenthatthe deferredssp tree outperformsthe
standard sp tree.For instancein thecaseof thecastle(Fig-
ure 4(a)), walking throughthe training pathtakes 30msfor
deferredssp treesand2273mdor thestandardrees More-
over, usinga differentpath (enteringthe castlethroughthe
bridgeratherthanthroughthe lobby) takes 271msusinga
deferredBsp tree. Thetrainingwalk throughthe castle dur
ing whichthetreeis built, takes1793ms.

ANALYSIS

The marked adwantageof the deferredBsp treescomes
from severalfactors.Thefirst factoris the useof the actual
queriesto “train” the datastructurefor future queries.This
training processsuggestpicking the BsP cutting planesas
the onesthat are expectedto be hit (or close)in the fu-
ture. Note that a similar coherencerinciple is usedin the
constructiorof self-customizeasp trees.However, in this
casethedatais usedwithin a functionthatestimateshe ef-
ficiengy of candidatecutting planes.n the caseof deferred
BSP treesthe choiceof a cutting planeis moredirectly de-
pendenbntheactualuseof thetree,andthustheadantage
over self-customize@sp trees.Thesecondactoris thatthe
partially constructedreesaresmall,sosearcheshroughthe
fully configuredpartsof thetreearequick. Finally, the self-
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Figure 3: Thedeferedself-oganizingssp asbuilt throughoutthewalk

organizinglists keepsearchedgor collisionsefficient in all
treeparts,in spiteof thelackingtreestructure.

Thoughnot shawn in the tables,thereare other obvious
adwantagesto the deferredBsp treesbeing much smaller
than both the standardssp treesand the self-customized
ones.Obviously, smallertreesmeanlessstoragespaceThis
saving can be significantin a walkthrough ervironment
wherethe sceneis quite large andthereforea fully config-
uredBsprtreeis likely to be very big. Small treeslet each
usermaintainatreethatsuitshis or heraccespatterns.

Moreover, little configuratiormaheadf usemeansig sav-
ingsin preprocessingme. In thestandara sp trees prepro-
cessingimeis spenton calculatingintersectionsf potential
cutting planesThebiggerthe scenethe moretime spenton
this preprocessingn theself-customizedsp trees prepro-
cessingtime is spenton classificationof the training data,
laterusedto give scorego potentialcuttingplanesThistime
is independenbf the numberof scenepolygons.Deferred,
self-oganizingssp treesdo not needpre-processingtall.

4. Conclusions

Traditionally BSP treesareconstructedvithout ary consid-
erationto their use,configurationbeing basedonly on the
scenefor which they arebuilt. In this paperthis approach
has beenchallengedInstead,tree accessnformation has
beenutilized in the constructiorof defered, self-oganizing
BSP trees.

With deferred,self-oiganizing BSP trees prior informa-
tion is notnecessaryRatherthetreeis partially constructed
wheneer enoughinformationaboutits useis available,and
wheneer it is deemedbeneficialto configuremore of the
tree.We shaw thatwhile thetreesareindeedkeptsmall,due
to beingonly partially constructedtheresponséo queriess
very costeffective.

Althoughnotnecessarfor processingjueriesefficiently,
we shav otheradwantageso keepingthe treessmall, most
notably saved preprocessingme andsavedstoragespace.

To benchmark the performance of deferred, self-
organizingBspP treeson collision detectionor ray shooting
querieswe comparedhe queryansweringcostsof the de-
ferred,self-oiganizings sp treesto thoseof somepublic do-
mainBsP trees.Onthebasisof ourexperimentalesultsjt is
clearthatdeferreddatastructuringwith re-oiganizatiorcan
minimizebothpreprocessingme andstoragaequirements.
Olviously, themainadwantagés thatthis canbedonewhile
greatlyimproving queryresponsgime.

We deemthe combinatiorof deferreddatastructureswvith
self-oganizingdatastructuresworthy of further investiga-
tion, perhapdor otherdatastructuresMoreover, in thecon-
text of BSP trees,potentialother domainswhere deferred,
self-oiganizingssp treesmayprove beneficiaincludepoint
locationandrangesearching.

(© TheEurographicsssociationrandBlackwell Publisher2002.
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BSPtype treesize walk(ms) construc{ms) trackll (ms)

Standard 17442 2273 3025 390

Deferred 552 30 1793 271

(a) Castle- 4686faces

BSPtype treesize walk(ms) construc{ms) trackll (ms)

Standard 270455 221058 238423 22470

Deferred 811 261 160841 531
(b) Houses 28995faces

BSPtype treesize walk(ms) construc{ms) trackll (ms)

Standard 15165 1312 1883 3925

Deferred 822 20 1502 480
(c) Barcelona 5338faces

BSPtype treesize walk(ms) construc{ms) trackll (ms)

Standard 48374 15132 17335 9436

Deferred 116 40 15803 140

(d) Temple- 28995faces

Figure 4: Walkthroughcollision experimentaresults
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