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Abstract

This paper investigates the visualization of distributed algorithms. We present a conceptual model and a system, Vade, that realizes this model. Since in asynchronous distributed systems there is no way of knowing (let alone, visualizing) the “real” execution, we show how to generate a visualization which is consistent with the execution of the distributed algorithm. We also present the design and implementation of our system. Vade is designed so that the algorithm runs on the server’s machine while the visualization is executed on a web page on the client’s machine. Programmers can write animations quickly and easily with the assistant of the VADE’s libraries.
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1 INTRODUCTION

Algorithm visualization can assist in the design of algorithms, in the debug process, and while teaching algorithms to students and colleagues. When distribution is added to the environment, the importance of visualization is further increased. Distributed algorithms are difficult to understand due to the added complexity of the interprocess communication and synchronization. Many activities occur concurrently at the various sites. Moreover, the activities depend on each other in many ways. Each state depends not only on the individual process, but also on the messages arriving from other processes.

Users can use a visualization in order to convey information about the way an algorithm might work. Programmers can use a visualization to debug their code; most standard debuggers do not support distributed programming in natural ways. Students can get a better insight into the algorithm and understand the way distribution is handled.

Visualization has been added to various phases of distributed computing [13]. It was added to parallel debuggers (e.g., [17], [18]), as well as to performance and monitoring tools (e.g., [12], [21], [11], [9], [10]). Algorithm animation systems aim to visualize higher-level abstract events than those of debuggers and monitors. This is in the case of sequential algorithms (e.g., [7], [4], [25], [5], [27], [6], [1], [23]), as well as in case of distributed and parallel algorithms (e.g., [24], [20], [26], [2], [14], [15]).

In asynchronous distributed systems there is no way to know what the “real” execution is. Each process in the system can “remember” only its own actions during the execution of the algorithm. It can also gain knowledge of actions performed by other processes through interprocess communication. It cannot, however, compute the relative timing of the actions performed by different processes. The visualization system, being a part of the distributed asynchronous system, is no exception. The goal of an algorithm animation system for distributed environments is thus to produce a visualization which reflects as closely as possible the real execution of the algorithm.

As a result, a basic problem in visualizing distributed processes on a single display is that the display is constantly in danger of showing a picture that is locally consistent but globally inconsistent. The algorithm being visualized changes dynamically and the algorithm animation system needs to receive updates of the state from different sites. Since an immediate snapshot is impossible in an asynchronous distributed system ([16]), a “possible” snapshot should be constructed. This snapshot should be consistent with the execution of the distributed algorithm. It should present a possible state of the system consistent with the state in which the snapshot started and with the algorithm state in which the snapshot construction was completed. There exist several algorithm visualization systems for parallel algorithms. For instance, in PARADE [26] the events of interest are ordered according to time-stamps. In the Animation Choreographer component of the PARADE system [14], it is also possible to manipulate the order of the display events by choosing a suitable ordering scheme. PAVANE [20] operates on the shared-memory tuple space architectures. In VISTOP [2], the “happened before” relation is utilized through either global breakpoints or traces. We propose to base the ordering of events upon the notion of causality consistency.

We present in this paper our conceptual model for an algorithm animation system for distributed algorithms. We also present a system, Vade (Visualization of Algorithms in Distributed Environments), which realizes the model. Vade is constructed so that the algorithm runs on the server’s machines while the visualization is executed on a web page on the client’s machine. End-users can thus watch the algorithm animation in a natural setting. The Vade architecture has several benefits. First, the algorithm code is protected. Second, the communication is very low, since only high-level operations are being sent over the network.
Third, the framework provides a large degree of accessibility. The client need not have the resources needed for running the distribute algorithm. Fourth, it allows overcoming Java applets' restrictions on communication capabilities, without sacrificing security. Finally, this architecture supports the enclosures of animations in online documents.

Programmers can write animations quickly and easily with the assistance of the VADE's libraries, without having to be concerned either with the visual aspects of the animation or with the consistency in maintenance.

The rest of the paper is organized as follows. In section 2 we define the notion of algorithm visualization causality consistency and present our model. In section 3 we discuss the system's architecture. In section 4 we describe VADE from the end-user's perspective. In section 5 we describe VADE from the programmer's perspective. We conclude in section 6.

2 Visualization Consistency

A visualization system cannot be expected to represent the run exactly. We require, however, that it will be consistent with the run. In this section we define the formal notions of algorithm visualization consistency. We assume that: (1) The communication network is reliable. In other words, any message sent will eventually reach its destination. (2) Messages sent by a single process arrive in the same order they were sent. (3) The network is asynchronous. Every process has its own clock, but there is no universal clock.

Our goal is to produce a visualization that reflects the real execution as closely as possible. However, since the visualization process is just another process in the distributed environment, it cannot know the relative order of the execution of every two actions performed by different processes. A common way to work around this problem is to use the definition of potential causality or happened before relation [16]:

Definition 2.1 For two actions \( a' \) and \( a'' \), we say that \( a' \) potentially causes \( a'' \), denoted as \( a' \rightarrow a'' \), if one of the following holds:

1. \( a' \) and \( a'' \) are on the same process and \( a' \) occurs before \( a'' \).
2. \( a' \) and \( a'' \) are on two different processes connected by a communication line, \( a' \) is a send message action and \( a'' \) is the corresponding receive message for the same message.
3. There exists an action \( b \) such that \( a' \rightarrow b \) and \( b \rightarrow a'' \).

The disadvantage of potential causality is that it might be the case that actions performed in a single process can be done in a different order without changing the semantics of the algorithm. In an algorithm animation setting, where the semantics of the algorithm is to be extracted, rather than the specific execution, it is useful to be able to present the algorithm in a different order. For instance, it is not necessary to postpone the animation of the actions performed after a send action until the latter is animated. Thus, we define below the causality relation.

Definition 2.2 For two actions \( a' \) and \( a'' \), we say that \( a' \) causes \( a'' \), denoted as \( a' \rightarrow a'' \), if one of the following holds:

1. \( a' \) and \( a'' \) are on the same process, \( a' \) occurs before \( a'' \), and their order of execution cannot be changed without altering the algorithm semantics.
2. \( a' \) and \( a'' \) are on two different processes connected by a communication line, \( a' \) is a send message action and \( a'' \) is the corresponding receive message for the same message.
3. There exists an action \( b \) such that \( a' \rightarrow b \) and \( b \rightarrow a'' \).

The difference between this relation and the potential causality relation lies in the first condition. If \( a' \) occurs before \( a'' \), it does not necessarily mean that \( a' \) causes \( a'' \). While potential causality can be identified automatically, causality cannot. We thus need to assume that there exists an external knowledge regarding causality. It is the responsibility of the programmer to supply this information.

The process actions are modeled as events. The initial local state of process \( p \) is denoted by \( s^i_p \). The local state \( s^i_p \) of process \( p \) at time \( t \) is modeled by a sequence of events that occur until time \( t \). We will use a slightly different model than the usual one by allowing actions that take more than one time unit. This is more suitable for modeling animations, since an animation might take more than one round. An action \( a \) is modeled by two events: \( a_1 \) is the execution of the action, while \( a_2 \) is its completion.

An execution of the algorithm by a process \( p \) is modeled by a sequence \( S^p \) of the process local states \( s^p = \langle s^i_p, s^1_p, \ldots \rangle \). The modeling of the execution of the entire algorithm is done by arranging the set of actions of all participants on a global time scale, so that there is no contradiction with the causality relation between the actions.

The events occurring in the algorithm processes are reported to the algorithm animation system. The animation system can store the event reports and build a "model of the algorithm execution" \( E \). This allows the system to build an animation based not only on the last event reported, but also on a set of previously received reports. The animation system need not always build an animation segment as a result of an event report. Sometimes the animation system saves them and animates them later. Sometimes the report serves as a tool for synchronizing the animation, and the event itself is not animated. A number of frame elements, triggered by different algorithm events can have the same frame number, reflecting the simultaneous execution of the algorithm by different processes.

Let \( S^p \) be an execution of the algorithm by a process \( p \). We can build another possible execution of the algorithm \( S^p \) by rearranging the sequence of events such that it is consistent with respect to the causality relation, i.e., in the resulting sequence:

- for every action, its execution event must precede its completion event.
- for every two actions \( a \) and \( b \) such that \( a \rightarrow b \), \( a \) must precede \( b \).

Note that this definition not only allows us to rearrange the events, but also allows us to model simultaneous execution of events, when other events are allowed to appear between the execution and completion events of an action. We require that the animation represents a sub-sequence of a member in the set of consistent runs of the algorithm.
Definition 2.3 Let $r$ be a run representing the real execution of the algorithm. Let $R(r)$ be the set of all consistent runs. Let $F = \{ F_0, F_1, \ldots, F_l \}$ be an animation of this run. Let $E = \langle E_0, E_1, \ldots, E_l \rangle$ be the sequence of models used to build the animation frames $F$. The animation $F$ is said to be consistent with the algorithm run $r$ if and only if the sequence $E$ is identical to a sub-sequence of global states of a run $r$ that is a member of the set of runs $R(r)$ produces by $r$.

It is left to show how to achieve visualization consistency. Let $a$ and $b$ be two interesting events of the algorithm. Let $An(a)$ and $An(b)$ be the animation segments of the events $a$ and $b$, respectively. We say that an animation $An(a)$ precedes an animation $An(b)$, denoted as $An(a) < An(b)$, if $An(a)$ completes before $An(b)$ starts. We claim the following:

Theorem 2.4 An animation is consistent with the execution of the algorithm if and only if for any two algorithm events $a$ and $b$, such that $a \rightarrow b$ also $An(a) < An(b)$.

Thus, to ensure the consistency of the visualization with the algorithm execution, we have to ensure that for any two algorithm events $a$ and $b$, if $a \rightarrow b$ then $An(a) < An(b)$. This requirement is a special case of the requirement for causal ordering of events [3]. The casual ordering is respected if the following condition holds:

If $send(m_1, p_1, p_3) \rightarrow send(m_2, p_2, p_3)$ then $receive(m_1, p_3, p_1) \rightarrow receive(m_2, p_3, p_2)$.

In the algorithm animation context, we can substitute the display of $An(a)$ from a report of an event $a$ by the “receive” of action $a$. The causality relation between two such receive operations is equivalent to the $\text{precedes}$ relation between the animation segments. Moreover, we can regard the execution of an event in the algorithm as a “send” of the event to the visualization system. Thus, the visualization ordering requirements is transformed into the causal event ordering requirement.

2.1 Implementation of Casual Ordering

To implement the visualization ordering requirement, it is enough to implement it for pairs related by immediate causality. The transitivity guarantees that it will hold for the general causality case. This claim is true if all the events are reported to the visualization system. Note, however, that not all the events need to be reported, but rather only those that need to be animated and all the $send$ and $receive$ actions.

In VADE, when two events occur in the same process, and the events are reported to the algorithm animation system, the first event is animated before the second by default. If one event is a $send$ and the other is the corresponding $receive$, we ensure the animation ordering requirement in one of two ways: $send$ synchronization and $receive$ synchronization. Unlike some other systems (e.g. [3] [19] [22]), we need not add any additional information regarding the history. We elaborate below.

Send Synchronization: In this scheme, the report on the $send$ is sent to the visualization system before the actual action takes place. Then the process waits for a confirmation from the algorithm animation system. Only when the confirmation arrives, the actual $send$ can be performed. The report on the $receive$ event is sent to the animation system after the actual message is received, thus assuring that the animation of the $receive$ event is performed after the animation of the $send$ event.

Lemma 2.5 In the Send Synchronization scheme, $An(\text{send}) < An(\text{receive})$.

The disadvantage of the method is that the actual execution of the algorithm is altered by the fact that it is being visualized. This might be a problem when visualization is used for monitoring and debugging. However, when the system is used merely as an aid for explaining an algorithm, send synchronization is a satisfying solution.

Receive Synchronization: In this scheme, the actual synchronization of the animation with the algorithm events is performed in the animation system. The reports of the $send$ and $receive$ events are sent to the animation system immediately after the actions take place and there is no delay in the execution of the algorithm. However, the animation of the $receive$ event is delayed in the animation system until the corresponding $send$ event has been animated. To support this scheme, the animation system needs to provide tools for suspending the execution of certain events until other events occurred.

The scheme is implemented as follows. Two counters are maintained for each communication channel – one for the send actions, and the other for the receive actions. When a $send$ report arrives, it is animated immediately. When the animation is completed, the counter of the send actions is incremented. When a $receive$ report arrives, the animation system checks the counters of both the send actions and the receive actions for a given channel. The animation starts only if the number of send actions is larger than the number of the receive actions. Otherwise, the animation is delayed.

Lemma 2.6 In the Receive Synchronization scheme, $An(\text{send}) < An(\text{receive})$.

The major advantage of the receive synchronization scheme is that the execution of the algorithm is not being changed. The disadvantage of the method is that it may require queuing many reports.

3 SYSTEM ARCHITECTURE

There exist various models for sequential algorithm visualization systems over the Internet [1]. The $X$ model provides the basic client-server mechanism. The visualization program runs on the remote machine and interacts with the $X$ server on the local user's machine. The $Java$ model allows the execution of the animation on the user's machine after the code has been transferred. The $Modia$ model [1] bridges between the two models by exporting the interface code, while executing the algorithm on a server. We follow the latter approach, while extending it to support distributed computing.

The architecture of VADE is illustrated in Figure 1. The algorithm is executed on the provider’s (server’s) machines, while the animation and the GUI are executed on the user’s (client’s) machine. The client-side processes run at a WWW browser. In Figure 1, the $\rightarrow$ relation indicates communication, and the $\Rightarrow$ relation indicates forking the processes as threads.

The various processes are written in Java. The processes on the server side are Java applications, while the processes
on the client side are Java applets. Their code is downloaded by the WWW browser over the Internet, compiled and run within the browser. This allows Internet users to watch the animation in their browsers. The communication between the server processes and the client processes are performed with the TCP/IP protocol.

When the end-user opens a web page on the client side, the main client process threads a GUI process, which is in charge of animating the algorithm. The main client informs the main server of the type of the algorithm to be animated. Upon receiving a reply from the server, and according to the data received, it threads the required number of animation processes. This number matches the number of algorithm processes. The GUI process, which is in charge of executing the animation, gets requests from the animation processes to animate the interesting events of the algorithm, and modifies the screen accordingly.

All the animation processes run on the same host on the client side, as concurrent threads. As a result, scheduling is performed by the operation system, and no special handling is needed by the visualization system in order to allow simultaneous display of different events. This is different from the algorithm processes which run on different machines.

The main server is in charge of executing the algorithm. Upon receiving a request from the client, which includes the type of the algorithm to execute, the main server threads the processes which are necessary for executing the algorithm. In order to determine the nodes on which the algorithm should run, the main server maintains a table of the available hosts on the server side. It also maintains a dynamic table containing information regarding the processes and their hosts. When an algorithm process terminates, it informs the server, and the process table is being updated. The server attempts to thread the processes, so that they are distributed over the available hosts.

The task of the algorithm processes is to execute the algorithm. Before an algorithm process starts running the algorithm, it needs to establish a connection with the corresponding animation process. During execution, upon reaching an interesting event, it sends a message, containing the relevant information regarding the event, to its related animation process. Interesting events are either events of the algorithm, or communication events (i.e., send and receive). Both synchronous communication and asynchronous communication are supported. Recall that if all the send and receive events are reported to the animation processes, the animation consistency is automatically maintained by VADE.

The above architecture has a few benefits. First, the algorithm code of the provider is protected. It is only the animation code that is being downloaded by the client. Second, the communication is very low, since only high-level operations are being sent over the network, rather than the detailed frame description of the animation. Third, the framework provides a large degree of accessibility. The client need not have the resources needed for running the distributed algorithm. Fourth, this scheme overcomes Java applets’ restrictions on communication capabilities. Java applets, for security reasons, avoid the creation of new processes on other machines, as well as the ability to update files. These, however, are necessities in distributed environments. Finally, utilizing the web makes it possible to support enclosures of animations in online documents—an invaluable tool for illustrating the functioning of novel algorithms.

4 END-USER PERSPECTIVE

This section describes how VADE might be used. In order to run an algorithm and watch its animation, the end-user should open a web page and select a specific algorithm. Each algorithm has its own dedicated page. An algorithm web page displays a view, or multiple views, of the algorithm animation, along with a couple of panels that support the interaction with the animation, as illustrated in Figure 2. (See also the color plate.)

A control panel enables the user to play the animation, pause it at any point during its execution, and resume its execution. The user can also change a node which starts the execution, by pressing the Starting node button.

A configuration panel makes it possible to build new con-
Figure 2: Snapshots from the visualization of the snapshot algorithm
figurations of the network by adding or removing nodes and communication channels. With the Select configuration button the user can either select a default configuration, in which case the system generates a configuration, or build configuration, which allows the user to build a network configuration using the Add node and Add edge buttons.

Figure 2 displays snapshots from an animation of the snapshot algorithm [8]. This algorithm builds a snapshot of the network. Since an immediate snapshot is impossible, a "possible", consistent, snapshot is constructed. In our example, the nodes randomly exchange data. Any node can start the snapshot algorithm either randomly or after receiving a marker from a neighbor. From this point on, the node proceeds with its standard message exchanging algorithm while saving the values of all messages arriving. The messages on each communication channel are saved until a marker is received on that channel. The node completes the snapshot when markers are received on all the channels.

In our example, each animation web page consists of three views. The first (i.e., upper) view displays the detailed execution of the algorithm. The nodes are displayed as squares with their values in the center. The colors encode the state of the node. A node is colored red if it does not participate in the snapshot algorithm. Its color is changed to blue after it received the first marker (that is, participates in the algorithm). Finally, the color of the node changes to green after that node completed the snapshot. At the end of the algorithm, all the snapshot nodes should be colored green. The communication channels are displayed as lines connecting the nodes. The messages are represented as circles, and the markers as arrows. Both the messages and the markers travel along the communication channels.

The second (i.e., middle) view displays the state of snapshot, built by the algorithm. Before any node started the algorithm execution, this view is empty. When the node enters the snapshot algorithm, its value is added to this view. Similarly, when the node receives a message, the message is added to the snapshot and to this view.

The third view shows the sum of the "money" in the snapshot. It consists of two squares. The first square displays the total sum in the system before the algorithm started to run. The second square displays the sum accumulated during the snapshot. When the snapshot is completed, the two numbers should be equal.

Figure 2(a) displays the state of the system (the nodes, the communication channels, the messages and the markers) before the snapshot algorithm has begun. Figures 2(b)–2(c) demonstrate the state of the system during the algorithm. Finally, Figure 2(d) illustrates the state of the system after the snapshot algorithm terminated.

5 PROGRAMMER PERSPECTIVE

Following the event-driven approach [4], common in algorithm animation systems, strategically important points of the algorithm are augmented with interesting events. Animations for these events should be produced. The task of animating a distributed algorithm is thus divided into four steps. First, the interesting events should be identified. Second, the algorithm should be implemented and annotated with the interesting events. Third, the code should be augmented with calls to the animation system's synchronization functions (i.e., send and receive events should be reported). Finally, the animation needs to be implemented.

In our framework, a large portion of the final step, that of creating the animation, is left for the animation system. Our system provides the GUI and a few libraries which facilitate the creation of animations, as described below. In addition, the programmer need not be concerned with maintaining the consistency of the animation, which is automatically done by the animation system. As long as the communication events are reported, the system guarantees the visualization causality consistency, as discussed in Section 2. In our web setting, the programmer needs also create a web page that contains the views of the animation. VADE provides the basic web page which contains the control panel and the configuration panel, as described in Section 4. The page can be modified to accommodate any number of views, as well as adding algorithm-specific options to the control panel and to the configuration panel.

The animation of the events should be written in Java. Figure 3 summarizes the VADE class tree. The classes contained in the tree build up the animations, and their visualization is supported by VADE. Derived classes are at the right. They inherit the fields and the methods of the classes they are derived from. We elaborate below.

The main class that describes the network is the NetGraph. It includes nodes (the NetNode class), communication channels (the NetLink class) and various types of tokens (the NetToken class) that can be exchanged by the nodes on the communication channels. The NetToken class includes messages (NetMessage), markers (NetMarker), or other types of tokens (NetUserToken). To accommodate other objects, relevant for the animation of the algorithm, the user can use the class NetUserObject.

A major principle we follow is that what the animation presents should be distinguished from how it does it. In other words, there should be a clear distinction between the contents of the animation and its visual appearance on the screen (its style). For instance, suppose that the user wishes to animate a "send" event. It can be visualized in various ways – nodes can be displayed in various colors and shapes, communication channels can be drawn in different line thicknesses, the messages can travel fast or slowly etc. While NetNode, NetLink, and NetToken contain the information about the contents of the animation (i.e., a message X travels on a channel Y from a node A to a node B), the style of the animation should contain the information about the actual visualization (shape, color, etc.). Default values for the style parameters are set by the system. In order to visualize a certain event, the programmer can quickly generate a prototype animation by specifying only the information regarding the contents of the animation. At later stages, the programmer can experiment with various animations by modifying the style classes, without altering the network classes. Note the dashed lines in Figure 3 that mark the style information.

The style of the animation is stored in two classes: the GlobalStyle class and the ObjectStyle class. While the GlobalStyle class defines the global visual appearance of the animation, the ObjectStyle class defines the shape of a particular object. For instance, the GlobalStyle class specifies the shape, the size, and the color of the objects of a specific class (e.g., all messages are red rectangles of a certain size ). The GlobalStyle class also specifies the global aspects of the animation which are not related to the objects, such as the background color and the number of frames used for animating each of the interesting events of the algorithm. The ObjectStyle class specifies the style of a specific object. For example, in the ObjectStyle, it is possible to state that a message M should be displayed as a red polygon (or a blue
circle, etc.). Each of the possible shapes has its own paint method. Note that a node can be displayed, in addition to the simple geometric shapes, as an image, or as a complex shape which is built out of simpler shapes.

To better demonstrate the difference between $ObjectStyle$ and $GlobalStyle$, suppose that the nodes were defined in the $GlobalStyle$ as red rectangles. If the user changes the shape and the color in the $GlobalStyle$ to a green triangle, all the nodes will be repainted as green triangles. However, if only a specific $ObjectStyle$ is to be changed to a green triangle, that specific node will be repainted as a green triangle, while the rest of the nodes will remain red rectangles.

To summarize, VADE facilitates the task of creating a visualization by providing classes (and their methods) prevalent in distributed applications. It also supplies support for creating a web page for the animation. By distinguishing between the contents and the style of the animation, it becomes easy to quickly generate a prototype animation, which is often sufficient (for instance, for debugging purposes). Should a fancier animation be desired, it can be easily done by modifying the style classes, without altering the contents of the animation. Finally, VADE frees the programmer from having to be concerned with maintaining the consistency of the visualization with the algorithm executed. It provides synchronization methods that maintain consistency, based on the causality relation.

6 CONCLUSION

Distributed algorithms can be very difficult to grasp, and hard to implement and debug. Visualization can assist in all these tasks. We presented in this paper a system, VADE, and a conceptual model, for visualizing algorithms in a distributed environment.

With VADE, distributed algorithm animations can be produced quickly and easily. The system provides libraries that facilitate the generation of visualizations. There is a clear distinction between the contents of the animation and its visualization attributes. This allows the user to experiment with various animations for the same running algorithm. Moreover, VADE automatically maintains the consistency of the picture presented with the algorithm executed. To do it, we developed a model for algorithm visualization consistency.

End-users can view the animation in the current natural environment – the web. A control panel enables the users to control the execution of the animation, while a configuration panel allows the users to interact with the system by constructing various distributed configurations.

VADE is designed so that the algorithm is executed on the server’s machines, while the animation and the GUI are executed on the client’s machine, as Java applets. This architecture allows a large degree of accessibility, code protection, and a low communication load.