Memory is a large component of computer system cost and current trends indicate this cost is increasing as a fraction of the total. Emerging applications such as in-memory databases, virtual machines, and big-data key-value stores demand more memory relative to compute. Some of these high-memory applications incidentally store many duplicate values in memory: in some cases, duplicates account for over 75% of the total. This talk describes a practical deduplicated memory that is compatible with existing hardware and software. Memory content from actual workloads indicates that deduplicated memory can effectively double your memory capacity. After describing a baseline memory design and reporting on its performance and bandwidth requirements, we next describe optimizations of this system that reduce memory traffic and improve performance relative to both the baseline deduplicated memory and, in many cases, relative to the original machine.

This was a derivative of the original HICAMP idea, which was acquired by Intel last year.
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