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Abstract

In image analysis, processing and understanding, it is highly desirable to be able to process images and feature domains by methods that are specific to these domains. We show how the geometrical framework of scale-space flows is most convenient for this purpose, and demonstrate, as an example, how different models of color perception can be interpreted as different geometries of the color space and result in a variety of processing schemes. We go beyond these models and show how one can switch locally between the $L_1$ and $L_2$ norms for different processing flows of spatial and color domains. The parameter that interpolates between these norms is the magnitude of contrast/luminance, taken here as a local function of the image embedding space. The resulting spatial and grey level/luminance preserving flow, can be used for conditional denoising and segmentation. These examples demonstrate that the proposed framework can incorporate context or task-related data, furnished by either the human user or an active vision subsystem in a coherent and convenient way.

1 Introduction

In a variety of applications of denoising, smoothing and enhancement of images, it is advantageous to have simple and automatic "buttons" that enable control the local smoothing of an image or feature space according to some a priori knowledge of the class of images to be processed and the task at hand.

We present and implement a method that employs the recently-proposed geometric Beltrami framework for non-linear scale-space methods [12]. According to this framework, an image is treated as an embedding of a manifold in a higher dimensional spatial-feature manifold. The embedding manifold is a hybrid space that contains spatial coordinates and a variety of feature coordinates. The features may include apart from intensity and color, elements of the intensity jet bundle (basically derivatives of the intensity), wavelets' parameters like typical local size and orientation, statistical and others characteristics. The choice of the appropriate embedding space depends on the
class of images to be processed and the nature of the task. The knowledge about the
and the nature of the feature space is encoded in the geometry of the embedding
space.

This study is devoted to grey level and color images. Textures will be dealt
with separately [13]. A grey level image is considered according to the proposed
framework as a two-dimensional surface (i.e. the graph of \( I(x, y) \)), embedded in
the three-dimensional space whose coordinates are \((x, y, l)\). Likewise, a color image
is considered as a two-dimensional surface embedded in the five-dimensional space
whose coordinates are \((x, y, U_1, U_2, U_3)\), where \((U_1, U_2, U_3)\) are color coordinates (e.g.
\((U_1, U_2, U_3) = (R, G, B))\). Color space and its perception is an issue that has fascinated
researchers for over a century. It is natural, from our viewpoint, to apply our frame-
work to this class of color images since the knowledge accumulated along the years
is integrated into and encoded in the geometry of the color space. This form is espe-
cially convenient and readily available to use in the Beltrami framework.

It was suggested [12], that the nonlinear scale space can be treated as a gradient
descent with respect to a functional that depends on the geometry (i.e. the metric)
of the image surface, as well as on the embedding and the geometry of the embedding
space. In the examples treated previously, it was assumed that the embedding space
is Euclidean and that the system of coordinates that describes it is Cartesian [12],
[4]. In fact, the geometry of the embedding space is flexible and can be determined
according to an a priori knowledge about the class of images to be processed and the
high level task that one has in mind. We view the geometry of the embedding space
as the interface between the high-level task, the a priori knowledge and the low-level
process to be implemented.

The simplest and most intuitive example, where a high level constraint is introduced
via a change in the embedding space geometry, is the adaptive smoothing of a grey-
level image according to different illumination conditions. This is achieved by having
an intensity-dependent embedding space geometry. We treat grey level images as an
embedding of a 2D surface in a 3D space whose coordinates are \((x, y, l)\). We then
control locally in \(x,y\), and \(l\) the contrast normalization ratio that parameterizes the way
we choose to normalize the feature coordinate \(l\) with respect to the spatial coordinates
\(x\) and \(y\). Making the contrast normalization ratio a local function of \((x, y, l)\) enables
us to control the rate of diffusion in the spatial (i.e. \(x\) and \(y\)) domain as well as along
the feature coordinate \(l\). A similar idea, of controlling locally the gain in the image
acquisition formation process, was used by Zoete et al. [19],[20].

Another well-known example is the geometry of the color space. Research related
to this issue started more than a hundred years ago and various geometrical and sta-
tistical methods were applied in order to resolve it. We show here how the knowledge
accumulated is naturally incorporated in the geometrical framework.

The grey level technique and color space information can be combined and naturally
generalized to treat colored images in cases where a different noise is encountered in
each of the color channels. A different PDE algorithm was utilized in [3], but with no
coupling between the different color channels.

The paper is organized as follows: Section 2 reviews approaches to the geometry of
the color space. Section 3 presents the geometrical framework for scale space, following
the approach presented in [12]. The Beltrami flow, which results from the geometric
framework, and integrates the information presented in Section 2 into a practical tool
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of denoising, is presented in Section 4. In Section 5 we study the possibility to gauge locally the importance of the feature space with respect to the spatial space. Both, grey-level and color analysis are carried out in details. Section 6 deals with the numerical implementation of the method and presents results. In Section 7 we discuss the potential for further research. In order to be self-contained we review in the appendix the Riemannian geometric definitions, terminology and theorems used in this study.

2 Color Space Geometry

Two questions should be addressed in the process of evaluating the geometry of the color space. The first relates to the variables (or coordinates), and the second to the geometry of the color space. Attempts to describe color perception geometry go back more than a hundred years. Helmholtz [2] was the first to define a 'line element' (arc-length) in color space. He first used a Euclidean $R, G, B$ space defined by the arc-length

$$ds^2 = (c_R \text{d} \log R)^2 + (c_G \text{d} \log G)^2 + (c_B \text{d} \log B)^2,$$

(1)

His first model failed to represent faithfully empirical data of human color perception. Schrödinger [10] improved the model of Helmholtz by introducing the arc-length

$$ds^2 = \frac{1}{c_R R + c_G G + c_B B} \left( \frac{c_R \text{d} R^2}{R} + \frac{c_G \text{d} G^2}{G} + \frac{c_B \text{d} B^2}{B} \right),$$

(2)

where $c_R, c_G, c_B$ are constants. Schrödinger's model was later found to be inconsistent with findings on threshold data of color discrimination.

Koenderink et al. [5] generalized these line elements and incorporates a family of metrics

$$ds^2 = (c_R R + c_G G + c_B B)^{\alpha-2} \left( \frac{c_R \text{d} R^2}{R^{\alpha}} + \frac{c_G \text{d} G^2}{G^{\alpha}} + \frac{c_B \text{d} B^2}{B^{\alpha}} \right),$$

(3)

where different values of $\alpha$ correspond to different models: $\alpha = 2$ is the Helmholtz model, $\alpha = 1$ is Schrödinger’s. Koenderink et al. studied the case of $\alpha = 0$.

Stiles et al. advocated another generalization of the Helmholtz line element

$$ds^2 = (c_R \log(a R + b))^2 + (c_G \log(a G + b))^2 + (c_B \log(a B + b))^2,$$

(4)

where $a, b$ being constants. Other analytical attempts culminated in the Von-Walraven line element [10]

$$ds^2 = (dR)^2 \left[ \eta_1 f_1 + \eta_2 f_2 R^2 \left(1 + \frac{G}{G_0} \right)^2 + \eta_3 f_3 B^2 \left(1 + \frac{G}{G_0} \right)^2 \right]$$

$$+ (dG)^2 \left[ \eta_4 f_4 + \eta_5 f_5 R \left(1 + \frac{B}{B_0} \right)^2 + \eta_6 f_6 B \left(1 + \frac{B}{B_0} \right)^2 \right]$$

$$+ 2 dR dG \left[ \eta_7 f_7 - \eta_8 f_8 R \left(1 + \frac{B}{B_0} \right) \left(1 + \frac{G}{G_0} \right) \right]$$

$$+ 2 dR dB \left[ \eta_9 f_9 - \eta_10 f_10 \left(1 + \frac{R}{R_0} \right) \left(1 + \frac{Y}{Y_0} \right) \right].$$
\[ + \frac{2dGdB}{\eta_{L}I_{L} - \eta_{P}I_{P}B(1 + \frac{B}{B_{0}})Y(1 + \frac{Y}{Y_{0}})} , \quad (5) \]

with \( Y = R + G, \eta_{L}, \eta_{P}, \eta_{T} \) are constants, and

\[ f_{S} = \frac{R}{(1 - B/B_{0}) + \frac{Y(1 + \frac{Y}{Y_{0}})}{R} + \frac{G}{G_{0}} + \frac{B}{B_{0}}} \]

\[ f_{P} = \frac{R}{(1 - G/G_{0}) + \frac{Y(1 + \frac{Y}{Y_{0}})}{R} + \frac{G}{G_{0}} + \frac{B}{B_{0}}} \]

\[ f_{L} = \frac{1}{L(1 + L_{3}/L_{0} + L_{3}/L_{0})} \]

with \( L_{R} = R + G + B \).

MacAdams constructed an empirical line element based on direct psychophysical experimental results. His result can be given in tables and graphs only. The theoretical challenge is the construction of an analytical line element that is compatible with the features of the entire color perception space found in MacAdams' experimental data.

Summarizing the classes of existing models for color space, we have two main cases:

- The inductive line elements that derive the arc-length by simple assumptions on the visual response mechanism. For example, we can assume that the color space can be simplified and represented as a Riemannian space with zero Gaussian curvature, e.g. Helmholtz's [2] or Stiles's [15],[18] models. Another possibility for inductive line elements is to consider color arc-lengths like Schrödinger or Vos-Waarden [16]. These models define color spaces with non-zero curvature (effective arc-length).
- The empirical line elements, in which the metric coefficients are determined to fit empirical data. Some of these models describe a Euclidean space like the CIELAB (CIE 1994 (L^*a^*b^*)) [18], recently used in [9]. Others, like MacAdam [6],[7], are based on an effective arc-length.

An alternative possible approach is to use statistical methods. Since the basic colors red, green, and blue are correlated in most natural images, we can adopt the Bouchbom [1] and the Wolf-Grosser-Zeevi approach [17], and apply the KLT to obtain an uncorrelated basis \( \{v_1, v_2, v_3\} \). Denoting by \( P \) the three color planes, where \( a = r, \ b, \ g, \) the autocorrelation matrix is

\[ \phi_{ab} = \frac{1}{N M} \sum_{l=1}^{N} \sum_{j=1}^{M} \bar{I}_{l,j} P_{l,j}, \]

where \( \bar{I} \) is the channel value shifted by the mean. The autocorrelation matrix was found for a family of outdoors scenes and diagonalized. The transformation from \( R, G, B \) to the new basis is given explicitly by [17]:

\[ \begin{pmatrix} k_1 \\ k_2 \\ k_3 \end{pmatrix} = \begin{pmatrix} 0.3744 & 0.4452 & 0.8105 \\ -0.3399 & -0.1185 & 0.0753 \\ 0.0051 & 0.0012 & 0.0005 \end{pmatrix} \begin{pmatrix} R \\ G \\ B \end{pmatrix} \]

where \( k_1, k_2, k_3 \) are the eigenvectors of the autocorrelation matrix. The coordinates used by us are (after defining \( x = \sigma^1 \) and \( y = \sigma^3 \))

\[ (x, y, k_1(x, y), k_2(x, y), k_3(x, y)) \].

(9)
3 The Differential Geometric framework

This framework of image presentation and analysis is based on geometrical ideas adopted from general relativity and high energy physics. The essence of the method can be summarized as follows:

- An image is considered to be a Riemannian manifold embedded in a higher dimensional Riemannian manifold which is called the spatial-feature manifold. A two-dimensional image is according to this viewpoint a Riemannian surface. Let introduce on the nonlinear surface a local coordinate system \((\sigma^1, \sigma^2)\). The embedding of this surface in, for example, a three-dimensional space with coordinates \((X^1, X^2, X^3)\), is realized by specifying, for each point of the surface, the three-dimensional coordinates, namely:

\[
(X^1(\sigma^1, \sigma^2), X^2(\sigma^1, \sigma^2), X^3(\sigma^1, \sigma^2)).
\]

Let \(M\) denote the higher dimensional spatial-feature manifold. We introduce, in general, a one-parameter family of embedded images \(X(t) = (X^1(t, \sigma^1, \sigma^2), X^2(t, \sigma^1, \sigma^2), X^3(t, \sigma^1, \sigma^2))\), where \(t\) is the independent variable of the evolution, called the scale or "time". This parameter determines the degree of blurring or denoising of the image.

- From a geometrical viewpoint this family of embedded images describes a flow of a two-dimensional surface within a higher dimensional space. The dynamics of the surface flow is governed by a nonlinear heat type partial differential equation applied to the one-parameter family of images. The equation is derived as a gradient descent of a functional that weight embedding maps in a geometrical way. It gives a precise control on the direction and amount of diffusion at each point of the image surface. This is to be compared with linear scale-space that diffuses "blindly" or the Perona-Malik equation that has a local control on the amount of diffusion but not on its direction.

We turn now to a rigorous treatment of these ideas and present the technical tools implemented in the sequel. A precise definition of a manifold and its geometry are incorporated. Next a measure on the space of embedding maps is introduced. The measure, or the energy functional, depends on the geometry of the spaces involved and is independent of the coordinate system selected to describe these manifolds.

3.1 The Induced Metric

Let \(X : \Sigma \rightarrow M\) be an embedding of \((\Sigma, (g_{\mu\nu}))\) in \((M, (h_{ij}))\), where \(\Sigma\) and \(M\) are Riemannian manifolds and \((g_{\mu\nu})\) and \((h_{ij})\) are their metrics respectively. We can use the knowledge of the metric on \(M\) and the map \(X\) to construct the metric on \(\Sigma\). This procedure, denoted formally by \((g_{\mu\nu})_X = X^*(h_{ij})_M\) and called the pullback, is given explicitly as follows:

\[
g_{\mu\nu}(\sigma^1, \sigma^2) = h_{ij}(X)\partial_\mu X^i \partial_\nu X^j,
\]
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where $i, j = 1, \ldots, \dim M$ are being summed over, using the Einstein summation convention, and $\partial^a X^i \equiv \partial X^i / \partial x^a$.

### 3.2 The Measure On Maps

The diffusion equation to be used is derived as a gradient descent of an action functional. The functional in question depends on both the image manifold and the embedding space. Denote by $(\Sigma, (g_{\mu \nu}))$ the image manifold and its metric, and by $(\mathcal{M}, (h_{ij}))$ the spatial-feature manifold and its metric. Then, the mapping $X : \Sigma \to \mathcal{M}$ is presented by the action [8]:

$$S[X^i, g_{\mu \nu}, h_{ij}] = \int d^n x \sqrt{g} g^{\mu \nu} \partial_\mu X^i \partial_\nu X^j h_{ij}(X),$$

where $n$ is the dimension of $\Sigma$, $g$ is the determinant of the image metric and $g^{\mu \nu}$ is the inverse of the image metric. The range of indices is $\mu, \nu = 1, \ldots, \dim \Sigma$, and $i, j = 1, \ldots, \dim \mathcal{M}$. The metric of the embedding space is $h_{ij}$.

The Polyakov action is a generalization of the $L_2$ norm to curved spaces. Here, $\partial^a X^i$ is the volume element (area element for $d=2$) of $\Sigma$ - the image manifold, and $g^{\mu \nu} \partial_\mu X^i \partial_\nu X^j h_{ij}(X)$ is the generalization of $\nabla f^2$ to maps between non-Euclidean manifolds. Note that the volume element as well as the rest of the expression is invariant under reparameterization, that is, $\sigma^a \to \tilde{\sigma}^a(\sigma^1, \sigma^2)$. The Polyakov action depends, actually, on the geometry and not on the way we describe the objects via our parameterization of the coordinates. In other words the resultant value of the functional does not depend on the choice of local coordinates.

### 3.3 The Gradient Descent Flow

Given the above functional, we have to choose the minimization criterion. We may choose, for example, to minimize the functional only with respect to the embedding. In this case the metric $g_{\mu \nu}$ is treated as a set of parameters that can be selected with reference to the application. Another choice is to minimize only with respect to the feature coordinates of the embedding space, or one may choose to minimize the image metric as well. Each of these choices yields a different flow. Some flows are, in fact, identical to existing methods like the heat flow, the Perona-Malik flow, or the mean-curvature flow. Other choices are new and will be described below in detail.

Another important point is the choice of the embedding space and its geometry. In general, we need information about the task at hand in order to fix the right geometry.

Using standard methods in variational calculus, the Euler-Lagrange (EL) equations, with respect to the embedding, are (see [12] for derivation):

$$\frac{1}{2} \sqrt{g} h^a \frac{\delta S}{\delta X^i} - \frac{1}{\sqrt{g}} \partial_a (\sqrt{g} g^{\mu \nu} \partial_\nu X^i) + \Gamma^i_{jk} \partial_\mu X^j \partial_\nu X^k g^{\mu \nu},$$

where $\Gamma^i_{jk}$ are the Levi-Civita connection coefficients, with respect to the spatial-feature metric $h_{ij}$, defined as (see Appendix A):

$$\Gamma^i_{jk} = \frac{1}{2} h^{ia} (\partial_j h_{ak} + \partial_k h_{aj} - \partial_i h_{jk}).$$
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The second term in Eq. (12) is due to the non-linear geometry of the embedding space.

We view the scale-space as a gradient descent:

$$ X_i = \frac{\partial X_i}{\partial t} = -\frac{1}{2\sqrt{\beta}} \frac{\partial}{\partial X_i} \beta \frac{\delta S}{\delta X^i}. \quad (14) $$

A few remarks are in order. First, note that we took the freedom to multiply the Euclidean equations by a strictly positive function and a positive definite matrix.

This factor is the simplest one that does not change the minimization solution, while giving a reparameterization invariant expression. This choice guarantees geometric flow and does not depend on the parameterization. The operator acting on $X^i$ is the first term of Eq. (12) is the natural generalization of the Laplacian from flat spaces to manifolds, called the Laplace-Beltrami operator, or, in short Beltrami operators denoted by $\Delta_{\beta}$. When the embedding is in a Euclidean space with a Cartesian coordinate system, the connection elements are zero. If the embedding space is not Euclidean, we have to include the Levi-Civita connection term since it is not identical to zero any more.

4 The Beltrami Flow

The metric of the embedding space is composed from the spatial metric and the feature space metric as a direct sum. Namely:

$$ ds^2 = d\xi^2_{\text{space}} + \beta d\xi^2_{\text{feature}}. \quad (15) $$

More general line elements for the spatial-feature space are, in principle, possible. One such possibility is to consider a non-constant $\beta$, such that the strength of the conjugation between the spatial and feature coordinates is locally fixed in spatial and/or image features. This generalization, treated below in Section 4, is one of the novelties of this study.

Other generalizations may include non-trivial metric elements that combine spatial and feature coordinates (i.e. non-trivial coefficients of $d\xi_1^1$ for gray level images or $d\xi_1^2$ for color images). Such further generalizations as well as numerical results will be reported elsewhere [13].

4.1 Grey Level Beltrami Flow

Consider grey level images, it is clear that the intensity $f$ has to be considered differently from $x$ and $y$. In fact, the relative scale of $f$ with respect to the spatial coordinates $(x, y)$ has to be specified. This can be interpreted as taking the following metric of the embedding space

$$ (h_{ij}) = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & \beta \end{pmatrix}. \quad (16) $$

We will see below that different limits of this ratio $\beta$ interpolate between the flows that originate from the Euclidean $L^1$ and $L^2$ norms.

A grey level image is regarded as a map $f : \Sigma \to \mathbb{R}^1$, where $\Sigma$ is a two-dimensional manifold, and the flow is natural in the sense that it minimizes the action functional
with respect to $I$ and taking the metric $(g_{ij})$ as the induced metric Eq. (10). It is easy to verify that this flow is invariant under reparameterization. The coordinates $X$ and $Y$ are, according to this viewpoint, parameters determined as above by $\sigma^1$ and $\sigma^2$.

The result of the minimization is the Beltrami operator acting on $I$:

$$I_t = \Delta I = \frac{1}{\sqrt{g}} \partial_j (\sqrt{g} g^{ij} \partial_i I) = NH,$$

(17)

where $H$ is the mean curvature and $N_t$ is the component in the $I$ direction, of the vector normal to the surface, given explicitly by the following expressions:

$$H = \frac{(I_x^2 I_{yy} - 2I_x I_y I_{xy} + (I_y^2) I_{xx})}{\sqrt{g}},$$

$$N = \frac{1}{\sqrt{g}} (-I_x, -I_y, 1)^T,$$

(18)

where $g = 1 + I_x^2 + I_y^2$.

The geometrical meaning is obvious: each point on the image surface moves with a velocity that depends on the mean curvature and the $I$ component of the normal to the surface at that point. Since the normal to the surface along edges lies almost entirely in the $X$-$Y$ plane, $I$ changes very little along the edges while the flow drives other regions of the image towards a minimal surface in a more rapid rate.

### 4.2 Color Analysis

Similarly, in the above treatment of grey level images, in the case of for color images we minimize with respect to the color space coordinates, i.e. R,G,B or the KLT coordinates $K_1, K_2, K_3$. For the geometry we choose the following metric

$$ds^2 = dx^2 + dy^2 + \beta d\theta_{color}^2,$$

(19)

where $\beta$ is constant. Alternatively, for such a fixed $\beta$, we can say that the metric of the embedding space is

$$h_{ij} = \begin{pmatrix} 1 & 0 & 0 & \beta & 0 \\ 0 & 1 & 0 & 0 & \beta \\ 0 & 0 & 1 & 0 & \beta \\ 0 & 0 & 0 & 1 & \beta \\ 0 & 0 & 0 & 0 & 1 \end{pmatrix}.$$  

(20)

In the color spaces that we described in Section 2, all the metrics, but the Von-Walraven one, were diagonal. Namely, they have the form:

$$h_{ij} = \begin{pmatrix} 1 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 1 \end{pmatrix}.$$

(21)

The induced metric elements are according to Eq. (10):

$$g_{II} = 1 + \beta h_{rr} R_r^2 + h_{yy} G_y^2 + h_{bb} B_b^2$$
\[ g_{12} = g_{11} + \beta(h_{1x} R_x R_2 + h_{1y} G_y G_x + h_{1z} B_y B_z) \]
\[ g_{22} = 1 + \beta(h_{2x} R_x^2 + h_{2y} G_y^2 + h_{2z} B_z^2). \]

Note also that this two-dimensional image-induced-metric is different from the one we had in the Euclidean case. It means that the choice of the color space geometry has a direct impact on the first term of the diffusion equation (i.e. \( \partial_t \rho_0 \partial_t \rho_0 \partial_x \rho_0 \)). This is not the only place where changes should be made. The second term which includes in this case non-trivial Levi-Civita connection coefficients, should be evaluated as well. We introduce the notation \( \partial_i \equiv \partial_{\rho_0} \) for \( i = r, g, b \) and calculate the Levi-Civita coefficients. In our case \( h_{ij} \) is

\[ h_{ij} = \alpha_i \delta_{ij}. \]

Using this explicit form in the general formula of Eq. (13), we get

\[ \Gamma^{\alpha}_{\beta \gamma} = \frac{1}{2} g^{\alpha \gamma} \partial_{\beta} h_{\delta \gamma} - \partial_{\delta} \alpha_i \delta_{\gamma \delta} - \partial_{\gamma} \alpha_{\beta \delta}. \]

This means that a Levi-Civita coefficient is zero, unless one of the lower indices equals the upper one or the lower indices are equal. In the case of the Schrödinger model, we find:

\[ \alpha_i = \frac{1}{A_i}, \]

where \( A = c_eR + c_gG + c_bB \). A short analysis yields for this model

\[ \Gamma^{\alpha}_{\beta \gamma} = \frac{c_I I_{\beta \gamma}}{2A I_{\alpha}} - \frac{c_I}{2A} \delta_{\gamma \alpha} - \frac{c_I}{2A} \delta_{\beta \alpha} - \frac{1}{2A} \delta_{\gamma \alpha} \delta_{\beta \alpha}. \]

or term by term:

\[ \Gamma^{r}{r}_{r} = -\frac{c_r}{2A} - \frac{1}{2A}, \]
\[ \Gamma^{g}{g}_{g} = \Gamma^{b}{b}_{b} = \frac{c_g}{2A}, \]
\[ \Gamma^{r}{g}_{g} = \Gamma^{g}{r}_{r} = \frac{1}{2A}, \]
\[ \Gamma^{r}{b}_{b} = \frac{c_b}{2A}, \]
\[ \Gamma^{g}{b}_{b} = \frac{c_b}{2A}, \]

where all other non-zero elements are obtained by cyclic permutations of \( \{r, g, b\} \).

Combining Eqs. (12), (14) and (26) we finally get the flow:

\[ J = \Delta_j J^r - \left( \frac{1}{2A} + \frac{c_e}{2A} (R_x^2 g^{11} + 2R_x R_y g^{12} + R_y^2 g^{22}) - \frac{c_g}{2A} (R_x G_y g^{11} + (R_x G_y + R_y G_x) g^{12} + R_y G_y g^{22}) - \frac{c_b}{2A} (R_x B_y g^{11} + R_y B_x g^{12} + R_y B_y g^{22}) + \frac{c_e}{A} A (G_y g^{11} + 2G_x G_y g^{12} + G_y g^{22}) + \frac{c_g}{A} A (G_x g^{11} + 2B_x G_y g^{12} + B_y g^{22}) \right). \]
where
\[
\Delta_p R = \left( \frac{g_x g_{11}^{12} + g_y g_{12}^{12} - g_x g_{11}^{12}}{2g_x} + \frac{g_y g_{12}^{12} + g_y g_{12}^{12}}{2g_y} \right) R_x^o + \\
\left( \frac{g_x g_{12}^{12} + g_y g_{12}^{12} + g_y g_{12}^{12}}{2g_x} + \frac{g_y g_{12}^{12} + g_y g_{12}^{12}}{2g_y} \right) R_y^o + \\
g_{11} R_x^o + g_{12} R_y^o = g_{11} R_x^o + g_{12} R_y^o.
\] (29)

\[
g_{12} = \frac{\partial g_x}{\partial x} \frac{\partial y}{\partial x} (g_{12} = \frac{\partial g_y}{\partial y}) \text{ and } g_{12} = \frac{\partial g_x}{\partial y} (g_y = \frac{\partial g_y}{\partial y}).
\]

A flow based on Stiles' line element is computed similarly. The line element suggested by Koenderink et al. is closely related to the local contrast normalization method and is treated in the next section.

5 Local Contrast Normalization

5.1 Analysis of Image Intensity

According to the above analysis there is an implicit parameter of the embedding procedure. So far we described the embedding as
\[
(X^1(\sigma^1, \sigma^2) = \sigma^1, X^2(\sigma^1, \sigma^2) = \sigma^2, X^3(\sigma^1, \sigma^2) = I(\sigma^1, \sigma^2)),
\] (30)
but actually the contrast normalization is arbitrary and could as well be chosen as
\[
X^3(\sigma^1, \sigma^2) = \beta I(\sigma^1, \sigma^2),
\] (31)
In the latter case, the line element is
\[
d\tilde{\alpha} = d\sigma^1 + d\sigma^2 + \alpha(X^3)^2 = d\sigma^1 + d\sigma^2 + \beta^2 dI^2.
\] (32)

We interpret the scaling of the intensity as a change in the metric of the embedding space:
\[
(h_{ij}) = \begin{pmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & \beta^2
\end{pmatrix}.
\] (33)
The limits of very large and very small \( \beta \) correspond to the \( L_1 \) and \( L_2 \) norms, respectively, as can be easily seen from the EL equations (12):
\[
\lim_{\beta \to \infty} E_L(\beta) = (L_x + L_y) = \frac{\delta L_2}{\delta I} \\
\lim_{\beta \to 0} \beta^2 E_L(\beta) = \left( \frac{I_x^2 + 2L_x I_y + I_y^2}{(L_x)^2} \right) = \frac{\delta L_1}{\delta I}.
\] (34)
The flows that result from these two limits in the form of \( t_t = E_L(\beta) \) are very different in nature as can be seen in Fig. (1), where the two halves of the image were processed with different \( \beta \) ratios. In a large class of images, where intensity is not uniform and significant portions of the image are very bright or very dark, various regions should be treated differently. One should affect very little the dark regions by changing the inter-pixel relationships, since processing destroys all the available information in those
regions, while brighter areas can be processed more "rapidly" (aggressively) without considerable loss of information. This can be achieved according to our formulation by considering the contrast to be a local function of \((x,y,f)\) and interpreting it as an embedding of the image surface in a non-Euclidean three-dimensional manifold.

Similar ideas, implementing different nonlinear formalism, underline the adaptive gain control processing reported by Zerbi et al. [19, 20].

The main idea is to let \(\beta\) be a local function of \(x,y\) and \(f\) such that various regions will be treated differently. As an example we choose a contrast normalization function \(\beta(x,y,f)\) such that for dark regions \(\beta\) is large and the flow is \(L_1\)-like, while for more luminous regions \(\beta\) is small and the flow is \(L_2\)-like. There are many reasonable choices for the function \(\beta\). We will use

\[
\beta(x,y,f) = A e^{-k(x-x_0)^2 - k(y-y_0)^2 - k(f-f_0)^2},
\]

with \(A\) and \(k\)'s constants yet to be defined.

The effect of the function \(\beta\) is to impose slow diffusion within an ellipsoid with axes \(b_1, b_2\) and \(b_3\) around \((x_0, y_0, f_0)\). More distant areas diffuse at the normal Beltrami rate while in very distant areas, where \(\beta < 1\), the diffusion is faster than the Beltrami rate and approaches the linear scale-space rate. From a geometrical viewpoint, it amounts to choosing an appropriate embedding space. The metric of the embedding space is, under these circumstances, not constant:

\[
h_3 = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & \beta(x,y,f)^2 \end{pmatrix}.
\]

This equation implies that the distance along the intensity axis depends on the point \((x,y,f)\) where it is measured. In other words, our embedding space is not Euclidean any more.

As a consequence of the fact that we are working now on a curved manifold as our embedding manifold, we have to take into account that the Levi-Civita connection of our three-dimensional manifold does not vanish, and its contribution has to be added
according to the EL equation. Note also that the two-dimensional image induced metric is different from the one we had in the Euclidean case, since the induced metric depends on $h_{ij}$ by Eq. (10). The first term of the EL reads

$$\Delta \rho g_{ab} \Gamma = \frac{1}{g}( (1 + \rho^2 I_{a}^2) g_{pp} - 2 \rho I_{a} I_{b} g_{pp} + (1 + \rho^2 I_{a}^2) I_{ab} - \beta (\delta_{a} I_{b} + \delta_{b} I_{a}) (I_{a}^2 + I_{b}^2)) ,$$

(77)

where $g = \det(a_{ab}) = 1 + \rho^2 (I_{a}^2 + I_{b}^2)$.

The Levi-Civita connection coefficients are according to the definition (Appendix A)

$$\Gamma_{ab}^{c} = \frac{1}{2} a^{d}(\partial_{a} a_{bd} + \partial_{b} a_{da} - \partial_{d} a_{ab}) ,$$

(38)

where there is an implicit sum over $i$. In our case $a_{ij}$ is given by Eq. (36). Using the above definition, we get

$$\Gamma_{33}^{1} = -\beta \gamma_{3}$$
$$\Gamma_{33}^{2} = -\beta \gamma_{2}$$
$$\Gamma_{33}^{3} = \beta^{-1} \gamma_{3}$$
$$\Gamma_{33}^{4} = \beta^{-1} \gamma_{4}$$

(39)

where all the other coefficients vanish. We can now calculate the second term of the EL equations:

$$\Gamma_{ij}^{3} \partial_{a} X^{i} a_{a} X^{j} a_{b} = \Gamma_{ij}^{3}( g^{11} I_{a} + 2 T_{a} I_{b} + T_{b} I_{a} g^{22}) + 2 \Gamma_{ij}^{3}( g^{12} I_{a} + g^{21} I_{b}) + 2 \Gamma_{ij}^{3}( g^{12} I_{a} + g^{21} I_{b})$$
$$= \frac{1}{g} (2 \partial_{a} I_{b} + 2 \partial_{b} I_{a} + \beta_{3}(I_{a}^2 + I_{b}^2)) .$$

(40)

Collecting all the terms, we get the flow

$$I_{t} = \frac{1}{g}( (1 + \rho^2 I_{a}^2) g_{pp} - 2 \rho I_{a} I_{b} g_{pp} + (1 + \rho^2 I_{a}^2) I_{ab} - \beta (\delta_{a} I_{b} + \delta_{b} I_{a}) (I_{a}^2 + I_{b}^2)) + \frac{1}{g} (2 \partial_{a} I_{b} + 2 \partial_{b} I_{a} + \beta_{3}(I_{a}^2 + I_{b}^2)) .$$

(41)

This can be written in an explicit way by performing the derivatives on the function $\beta$ given by Eq. (35).

5.2 Color
A local normalization constant for color images means a special choice of the line element:

$$ds^2 = dx^2 + dy^2 + R(U_1, U_2, U_3) ds_{color}^2,$$

(42)
where the U's are the coordinates of the color space and $d\pi_{\text{color}}$ describes its geometry. Note that the line element suggested by Koenderink et al. is of this form:

$$ds^2 = dx^2 + dy^2 + \frac{1}{(R + G + B)^2}(dR^2 + dG^2 + dB^2).$$

We thus consider gradients at low intensity to be of greater importance than the same gradients at high luminance.

The above line element is a special case of a local intensity normalization of a line element of the form

$$ds^2 = dx^2 + dy^2 + \beta(R + G + B)(dR^2 + dG^2 + dB^2).$$

(44)

The Levi-Civita coefficients are accordingly

$$\Gamma_{jk}^i = \delta^{-1}\partial_i(\beta_j\delta_k^g + \beta_k\delta_j^g) - \partial_j(\beta_i\delta_k^g).$$

(45)

In the case of the formalism proposed by Koenderink et al,

$$\beta^{-1}\partial_i\beta = -\frac{2}{A}i,$$

(46)

where $A = R + G + B$. The Levi-Civita connection coefficients are

$$\Gamma_{ij}^k = -\frac{2}{A}((\delta_{ij} + i\delta_{ik} - \delta_{jk}).$$

(47)

The second term of Koenderink's flow reads

$$\Gamma_{ij}^k\beta_j\Gamma^k_{jl}v = -\frac{2}{A}(2\partial_j\Gamma^k_i\beta_lA - \sum_{k\neq j, k} \partial_j\beta_k\delta_k^j\delta_l^j)g^{ij}.$$

(48)

We choose a less singular $\beta$ as follows:

$$\beta(A) = C(\tanh(a(A - b)) + 1).$$

(49)

It is also more flexible and enables slightly better results. The Levi-Civita connection is

$$\beta^{-1}\partial_i\beta = -\frac{2a}{3(c^2 + 1)}$$

and, consequently, the second term of the red channel flow becomes

$$\Gamma_{ij}^k\partial_j\Gamma^k_{jl}v = \frac{2a}{3(c^2 + 1)}((\delta_{ij}R_0^2 - G_i^2 - B_j^2 + 2R_0G_i + 2R_0B_j) + 2b(2R_0B_j - R_0G_i + R_0B_j - G_iG_j - G_iB_j + B_jB_i) + g^2(R_0^2 - G_i^2 - B_j^2 + 2R_0G_i + 2R_0B_j)).$$

(51)

and, likewise, the other channels are obtained by proper cyclic permutations.

Another attractive possibility is to use the Bachauh coordinates, used also by Wolf et al. [17] for chromatic enhancement, and choose an intensity normalization function $\beta(\hat{t})$, such that for regions of high intensity $\beta$ is large and the flow is less diffusive, while for low intensity regions $\beta$ is small and the flow is diffusive. There are many reasonable choices for the function $\beta$. For the sake of illustration we use a combination of the logistic function:

$$\beta(\hat{t}) = A(\tanh(a(\hat{t} - b)) + 1),$$

(52)
where the constants $A$, $a$ and $b$ are yet to be defined. The Levi-Civita coefficient is in this case
\[
\Gamma^1_{kl} = \beta^{-1} \partial_k \beta = \frac{2\beta}{\omega^2 (\theta - \beta) + 1},
\]  
(53)
and all the other coefficients vanish. The second term of Eq. (12) is now equal to:
\[
\Gamma^k_{jl} \partial_j X^l \partial_l X^m g^{mu} = \Gamma^k_{11} (g^{11} k_2^2 + 2g^{12} k_1 k_2 + g^{22} k_1^2).
\]  
(54)
Collecting all the terms we get the flow
\[
\begin{align*}
\frac{dx_1}{dt} &= \Delta g_{ij} k_i + \Gamma^1_{11} (g^{11} k_2^2 + 2g^{12} k_1 k_2 + g^{22} k_1^2) \\
\frac{dx_2}{dt} &= \Delta g_{ij} k_2 \\
\frac{dx_3}{dt} &= \Delta g_{ij} k_3.
\end{align*}
\]  
(55)

6 Experimental Results

6.1 Grey-Level

We present results obtained with our algorithm and compare them with those obtained by applying the Euclidean Beltrami flow. It is important to be reminded that there is an inherent difficulty associated with any attempt to compare the performance of two different flows. This is due to the lack of accepted objective criteria for assessing the effects of the image of a given algorithm. The evaluation is further complicated by the fact that it is task dependent. Yet it is rather easy to realize the differences between the flows by simply looking at the sequences $I(x, y, t)$ generated by two different algorithms.

We consider first Lena's image preprocessed by an asymmetric "lateral illumination" effect obtained by adding a tilted plane to the image (Fig. 2). The resultant Lena image was processed with $\beta$ in the form Eq. (35), with parameters chosen to be $b_1 = b_2 = 0$, $b_3 = 0.0055$ and $A = 3$. The derivatives of $\beta$ with respect to the intensity can be done analytically while for the spatial derivatives of $\beta$ and for those of the intensity we used the central differences scheme with a 3x3 kernel. We used an explicit Euler scheme for solving the partial differential equation. The result of the non-Euclidean flow after 20 iterations is compared with that obtained by using the Beltrami flow (Fig. 2).

As expected, and clearly depicted by the images of Fig. 2, our flow diffuses the brightest area of the image (particularly in the right side of the image) more rapidly than the Beltrami flow does. It is comparable in the center of the image, and diffuses slower in the darker regions, notably in the left side of the image.

6.2 Color

Our algorithm is demonstrated by using the sailboats image (Fig. 3). This is a color image constructed from a CCD camera by a de-mosaicing algorithm. We wish to filter out artifacts created in the process of de-mosaicing.

Using a low pass filter, e.g. the heat equation, for each channel separately, we obtain the sequence of images depicted in the upper row on Fig. 4. This filter does not preserve sharp edges and blur the image severely. We thus need an edge preserving
Figure 2: Processing of a grey-level image by the Beltrami flow. Upper-left: original 256x256 Lena image. Upper-right: superposition of Lena's image and a tilted plane. Lower-left: the recombined image (upper-left) after 20 iterations of the Beltrami flow. Lower-right: The recombined image after iterations of the non-Euclidean flow.
flow, i.e. the Beltrami flow (see Fig. 4 middle row). While in this case the results are much better than in the linear one, they still suffer from a drawback. Looking closely on the poles, one can see that instead of linear objects we get piecewise linear objects with very large and noticeable dislocations. These are artifacts of the compression that the Beltrami flow wrongly identifies as "true" edges and, therefore, does not smooth out.

We therefore need an algorithm that will smooth out the structure along the poles in a manner that a linear filter does, but will process everything else according to the Beltrami flow. Our solution consists of using a non-Euclidean spatial-feature space whose metric is described by a Beta function that is very small over dark regions (i.e. $k_i \approx 0$ or $R + G + B \approx 0$) and close to 1 elsewhere. Specifically, we choose

$$\beta(k_i) = A(\tanh(a(k_i - b)) + 1),$$

with $A = 0.5$, $a = 0.05$ and $b = 10$. We extract $\beta$ from a linearly smoothed image in order to have a smooth transition between regions with high and low values of $\beta$. The image was smoothed by 5 iterations of the linear heat equation with time step of $dt = 0.1$. The result obtained after one iteration of our highly non-linear flow with $dt = 0.05$ is presented in Fig. 7. A closer comparison of the poles between the Beltrami flow and our algorithm is depicted in Fig. 8.

The Beltrami flow is not scale invariant. The images shown in Fig. 6 illustrate the difference obtained in using $\beta = 1$ and $\beta = 5$ in the Stiles flow. Using the Schrödinger model of color perception results in a different flow. Snapshots of the flow which is based upon the Schrödinger model are depicted in Fig. 5.

7 Discussion

Many studies in vision and image sciences are oriented toward either global analysis (Bayesian, neural nets etc.) or local one (PDE, differential geometry etc.). Yet, it is
Figure 4: Results of applying a flow to the sailboats image after 4, 8, 12 iterations, from left to right, respectively. First row: The Laplacian flow (heat equation). Second row: The Euclidean RGB Beltrami flow. Third row: The Stiles flow.
clear that in most cases the performance of a global task (e.g. segmentation, identification) depends on the performance of the pre-processing and analysis stages. Likewise, the performance of local algorithms can be enhanced if an a priori knowledge about the class of images to be processed or the high-level task is given, and physical (e.g. illumination conditions) or psychophysical conditions are specified.

Rather than resorting to either the local or global approach, we propose in this study, to use the embedding space geometry within the framework of the Beltrami approach as a convenient and efficient interface between processing of global and local data. We presented in this paper only preliminary results that demonstrate the principles in the context of a simple setting. More realistic applications require further work in order to understand, by a combination of analytical and experimental methods, the right geometry of the embedding space which is appropriate for a given task. Other potentially powerful extensions may incorporate texture, depth and various invariance properties. These questions as well as the application of the proposed framework to medical images are under current investigation.
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Figure 6: Results of applying a Stiles flow to the sailboat image after 4, 8, 12 iterations, from left to right, respectively. Upper row: Stiles flow with $\beta = 1$. Lower row: Stiles flow with $\beta = 5$. 
Figure 7: Left: The sailboats image after 200 iterations of the Euclidean Beltrami flow. Right: The same image obtained after one iteration of our adaptive smoothing algorithm, using a metric described by a logistic-type Beta function.

Figure 8: Comparison of the two smoothing algorithms illustrating their effects on the structure of the pole. Left: an enlarged part of the Beltrami smoothed image. Right: An enlarged part of the image obtained by application of our adaptive smoothing algorithm.
Figure 9: A length element of a surface curve $ds$ may be either defined as a function of the local metric defined on the surface $(\sigma_1, \sigma_2)$, or as a function of the coordinates of the space $(x, y, z)$ in which the surface is embedded.

**Appendix**

A fundamental concept related to Riemannian differential geometry is distance. The natural question in this context is how do we measure distances? Consider first the important example of mapping $X : \Sigma \rightarrow \mathbb{R}^3$. Denote the local coordinates of the two-dimensional manifold $\Sigma$ by $(\sigma^1, \sigma^2)$; these are analogous to arc length in the case of a one-dimensional manifold, i.e., a curve (Fig. 9). The map $X$ specifies for each point $(\sigma^1, \sigma^2)$ its $3D$ coordinates. The explicit form of $X$ is given by $(X^1(\sigma^1, \sigma^2), X^2(\sigma^1, \sigma^2), X^3(\sigma^1, \sigma^2))$.

Since the local coordinates $\sigma^i$ are curvilinear, the squared distance is given by a positive definite symmetric bilinear form, called the metric, whose components are denoted by $g_{\mu\nu}(\sigma^1, \sigma^2)$:

$$ds^2 = g_{\mu\nu}d\sigma^\mu d\sigma^\nu = g_{11}(d\sigma^1)^2 + 2g_{12}d\sigma^1 d\sigma^2 + g_{22}(d\sigma^2)^2,$$

where we used Einstein summation convention in the second equality (i.e., identical indices that appear one up and one down are summed over). We denote the inverse of the metric by $g^{\mu\nu}$, so that $g^{\mu\nu}g_{\rho\sigma} = \delta^\mu_{\sigma}$, where $\delta^\mu_{\sigma}$ is the Kronecker delta.

Let $X : \Sigma \rightarrow M$ be an embedding of $(\Sigma, (g_{\mu\nu}))$ in $(M, (h_{ij}))$, where $\Sigma$ and $M$ are Riemannian manifolds and $(g_{\mu\nu})$ and $(h_{ij})$ are their respective metrics. We can use the knowledge of the metric on $M$ and the map $X$ to construct the metric on $\Sigma$. This procedure, formally denoted by $(g_{\mu\nu})_{\Sigma} = X^* (h_{ij})_M$, is called for obvious reasons the pullback. It is given explicitly by:

$$g_{\mu\nu}(\sigma^1, \sigma^2) = h_{ij}(X) \partial_{\sigma^i}X^j \partial_{\sigma^\nu}X^i, \quad (57)$$

where $i, j = 1, \ldots, \dim M$ are summed, and $\partial_{\sigma^i}X^j = \partial X^j(\sigma^1, \sigma^2)/d\sigma^i$.

Consider, for example, a gray level image which is, from our viewpoint, the embedding of a surface described as a graph in $\mathbb{R}^2$:

$$X : (\sigma^1, \sigma^2) \rightarrow (x = \sigma^1, y = \sigma^2, z = I(\sigma^1, \sigma^2)), \quad (58)$$
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where \((x, y, z)\) are Cartesian coordinates. Using (10), we get

\[
(g_{\mu\nu}) = \begin{pmatrix}
1 + \frac{L_0^2}{L_0^2} & I_0 & I_0 \\
I_0 & 1 + \frac{L_0^2}{L_0^2} & I_0 \\
I_0 & I_0 & 1 + \frac{L_0^2}{L_0^2}
\end{pmatrix}.
\] (59)

This can be intuitively understood as follows: Eq. (10) means that the distance measured on the surface by the local coordinates is equal to the distance measured according to the embedding coordinate system (Fig. 9). Since the map \(X\) identifies \(x\) with \(\sigma^1\) and \(y\) with \(\sigma^2\), we can write

\[
\begin{align*}
\Delta s^2 &= dx^2 + dy^2 + dz^2 \\
&= (1 + \frac{L_0^2}{L_0^2})dx^2 + 2I_0 dx dy + (1 + \frac{L_0^2}{L_0^2})dy^2.
\end{align*}
\] (60)

Note that one cannot tell by inspection of the metric by itself whether the surface or manifold in question is flat (Euclidean with no curvature) or not. In order to settle this issue, we need the concept of connection and Gaussian curvature.

**Parallel transport and connections**

In order to take derivatives of a vector field on a manifold we need to compare vectors at different points on the manifold. This becomes obvious from consideration of the heuristic formula

\[
\frac{\partial V^i}{\partial x^j} = \lim_{\Delta x \to 0} \frac{V^i(x + \Delta x^1, \ldots, x^j + \Delta x^j, \ldots) - V^i(\ldots, x^j, \ldots)}{\Delta x^j}.
\] (61)

We see that the first term in the numerator is defined at \(x + \Delta x\) while the second term is defined at \(x\). In order to have a meaningful expression we have to transport \(V(x)\) to \(x + \Delta x\), without a change, and compute the difference. Since there is no natural way, in general, to do that, we have to specify how we perform this procedure, called parallel transport: Let \(V_{jk}\) denote a vector \(V^j\) parallely transported to \(x + \Delta x\).

We demand that the components \(V^j\) satisfy

\[
\begin{align*}
V^j(x + \Delta x) - V^j(x) &\propto \Delta x^j, \\
(V^j + \Delta V^j) (x + \Delta x) &= V^j(x + \Delta x) + \tilde{W}^j(x + \Delta x).
\end{align*}
\] (62)

These conditions are satisfied if we take

\[
\tilde{V}^j(x + \Delta x) = V^j(x) + V^j(x) \Gamma^j_{jk} \Delta x^k,
\] (63)

and the covariant derivative with respect to \(x^j\) is defined as

\[
\frac{\partial V^j}{\partial x^j} \approx \frac{\lim_{\Delta x \to 0} V^j(x + \Delta x^1, \ldots, x^j + \Delta x^j, \ldots) - V^j(\ldots, x^j, \ldots)}{\Delta x^j} = \frac{\partial V^j}{\partial x^j} + \Gamma^j_{jk} V^k.
\] (64)

Different choices of \(\Gamma^j_{jk}\) correspond alternative means for executing the parallel transport.
Geodesics

Another way to understand the connection coefficients $\Gamma^i_{jk}$ is as follows: Vector field components are given at any point, on the manifold of dimension $N$, in terms of $N$ smooth and linearly independent vector fields. These $N$ vector fields form, at each point, a linear basis frame for the tangent space at that point. The components of a given vector field are given with respect to this local frame. Frames at different points of the manifold are different in general. The connection describes how the frame is changed infinitesimally on the manifold. Denote by $e_i(x)$, $i = 1, \ldots, N$, the basis vectors of the space tangent to $M$ at point $x$. We can take, for example, the directions along the local coordinates $e_i = \partial/\partial x^i$. Denoting the covariant derivative by $\nabla$, the change in the frame's vectors, when moved infinitesimally, in the direction of one of the vector basis is

$$\nabla_i e_j = \nabla_i e_j = e_k \Gamma^k_{ij}. \quad (65)$$

Similarly, moving one vector in the direction of another vector is expressed by:

$$\nabla_i W = \nabla_i (V^j W^i e_j) = V^j (\nabla_i W^i) e_j + W^i \nabla_i e_j$$

$$= V^j (\partial W^i / \partial x^j + \Gamma^i_{jk} W^k) e_j. \quad (66)$$

Let now $\Sigma$ be an interval $I = (a,b)$ and $M$ some Riemannian manifold. The mapping $U : I \rightarrow M$ is a curve on $M$. Let $W$ be a vector field along the curve and $V$ the vector tangent to the curve:

$$V = \frac{d}{dt} (\Sigma) e_i. \quad (67)$$

If $W$ satisfies

$$\nabla_i W = 0 \quad \text{for any } t \in (a,b),$$

$W$ is said to be parallelly transported along $C(t)$. If the tangent vector itself is parallelly transported along the curve $C$, that is, if

$$\nabla_i V = 0,$$

the curve $C(t)$ is called geodesic. In reference to the components, this equation reads

$$\frac{d^2 x^i}{dt^2} + \Gamma^i_{jk} \frac{dx^j}{dt} \frac{dx^k}{dt} = 0,$$

where $x^i$ are the coordinates of $C(t)$. \hfill (68)

The Levi-Civita Connection

The connection coefficients were up to this point arbitrary. We will now choose a special connection by adding a condition on the space of connections. Remember that the metric defines an inner product on the tangent space to a manifold. We demand that if two vectors $X$ and $Y$ are parallelly transported along any curve on the manifold, then the inner product between them remains constant under parallel transport. Let
\( V \) be a tangent vector to some curve along which the vectors are parallelly transported, then
\[
\nabla_V (g_{ij}X^iY^j) = V^k\nabla_k(g_{ij})X^iY^j = 0,
\]
where we used the fact that \( X \) and \( Y \) are parallelly transported (i.e. \( \nabla_V X = \nabla_V Y = 0 \)). Since \( X \), \( Y \) and \( V \) are arbitrary, we must have
\[
\nabla_k(g)_{ij} = 0.
\]
A connection that satisfies this condition is called metric compatible. At this point we will quote the result:

**Theorem 1 (The fundamental theorem of Riemannian geometry).** Given a Riemannian manifold \((M,g)\), there exists a unique symmetric connection which is compatible with the metric \( g \). This connection is called the Levi-Civita Connection. Its components are given by the following expression
\[
\Gamma^a_{jk} = \frac{1}{2} g^{ai} (\partial_k g_{ij} + \partial_j g_{ik} - \partial_i g_{kj}).
\]
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