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Abstract. The Mumford-Shah functional minimization, and related al-
gorithms for image segmentation, involve a tradeoff between a two-
dimensional image structure and one-dimensional parametric curves
(contours) that surround objects or distinct regions in the image.

We propose an alternative functional that is independent of parame-
terization; it is a geometric functional which is given in terms of the
geometry of surfaces representing the data and image in a feature space.
The I'-convergence technique is combined with the minimal surface the-
ory in order to yield a global generalization of the Mumford-Shah seg-
mentation functional.

1 Introduction

Let g(x,y) be the intensity of the light signal impinging on a planar image
domain B at a point (z,y). The image g(z,y) is expected to be discontinuous
along the edges of the objects. The definition of the segmentation depends on
whether one approaches the problem at the level of the image as a whole or,
alternatively, considers the image as a collection of edge fragments. In the first
case it is natural to consider the partitioning of the image into smaller structures.
In the second case it becomes more natural to consider the problem of grouping
of elements into larger structures. In both cases, the following questions arise:
(i) What exactly is the goal of the segmentation process? (ii) Is segmentation
feasible? These questions are important for understanding of the above process.
Without a clear conception of the task and its requirements no satisfactory
progress in this area can be made.

The above dichotomy into local vs. global, and related heuristic approaches,
were later circumvented by the variational approach to segmentation, adopted
by us and further developed in this paper.

Morel and Solimini [6] showed that any heuristic segmentation method may be
translated into a variational one. Variational formulations summarize all criteria
concerning a set of edges K in a single real-valued functional F(K), i.e. to any
set of edges or "segmentation” K is associated a value F'(K) which states how
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"good” the segmentation is. F is defined in such a way that F'(K) is better the
lower it is. This fact lends itself to an obvious comparison principle: given two
segmentations, it must determine which is better. In other words, a variational
method implicitly orders all segmentations. Any order can be quantified by F(K)
such that F(K) > F(K') if K is better than K.

The present study merges the I'-convergence technique (see [9]) and the mini-
mal surface theory (see [3]) to yield a global generalization of the Mumford-Shah
segmentation functional. We then apply the functional model to segmentation
and inpainting problems. Proofs of theorems, propositions and lemmas are pre-
sented elsewhere [5].

2 Measure-Based Metric Function

Mumford and Shah [7] proposed the functional

FusuK)= [ [VuP+ ||+ [ lu-gP 0
B\K B

where K C B is a one dimensional set which represents the edges, and |K]| is
the length of this set (understood as the one-dimensional Hausdorff measure of
K). A minimizer {K,u} of Fyg thus produces the required image u as well as
the edges K.

We propose an alternative functional which is independent of parameteriza-
tion, i.e a geometric functional which may be given in terms of the geometry of
surfaces representing the data and image in the feature space. Considering the
image u as a two-dimensional surface, we shall replace the first two terms of ()
by the area of this surface. This allows sharp discontinuities (edges) of the image
in the form of surface folding. This idea is not new (see, e.g, [I1]). However, to
make the third term of () fit the geometrical description, we must replace it by
another metric D(g, u) representing the distance between the two surfaces. Note
that the last term connects locally the image u(b) for each b € B to the data g at
the same point b. It implicitly assumes that there is a one-to-one correspondence
between points of the data to points of the image.

The proposed modified functional allows us to replace the deterministic data
g by a random one. For this we replace g(b) by a measure pu;(dy)db, where y
is a parameterization of the feature fiber. Further, to different pixels there may

correspond different amount of data, so / wp(dy)db < 1 for each pixel b where

strong inequality and even zero value may not be excluded for some of the pixels.
Our objective is, essentially, to define a metric D(u, U).

Let us define first the feature space. Let Y be a set representing the possi-
ble data at a single pixel b € B. It may be considered as a real number (the
brightness) or a vector (if several color channels are present or, for example, a
Gabor-wavelet filter). We shall assume here that Y = IR™. The feature space is,
then, defined as the cylinder E := B xY C R™"2. The data g is represented as
a measure pu supported in F.
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To define an image u, let us consider the two-dimensional unit disc S : {|s| <
1} diffeomorphic to B. We represent the image as a mapping U : S — E such
that U(0S) C C := IB x Y is projected onto dB. Coordinates in the feature
space are described by z := {b,y}.

The feature space E is endowed with a metric

m—+2
dz? = db® + dy* := Y hy jdzidz;,

ij=1

m
where db® = db? + db3, dy? = Z dyl-2 are the Euclidean metric in R? and R™,
i=1
respectively, while v > 0 represents the relation between the geometric (pixel-
domain) and feature metrics. With this setting, the embedding U(S) into E is
endowed with the induced metric

I;(U) =ULhU,  for i,j=1,2.

Setting |I'(U)| := [I1,1(U)I%2(U) — FﬁQ(U)|1/2, the surface area of U(S) is
AW) = [ Ir@))ds 2
S

Let us replace the first two terms of () by (@), and the last term by a distance
between the embedded surface U(S) and the data measure pu:

F(U) = A(U) + aD*(u, U). (3)

By our convention, the distance D should only depend on the image U(S) and
not on a particular parameterization. With this assumption, we replace A(U) by
the quadratic form

AU) = ;/TT (VU(s)"hVU(s)) ds, (4)
S

where T'r(+) is a trace of a given matrix. Note that

AU) = A(U), ()
which reduces to an equality if the parameterization of U is conformal,
IN1(U)=Tb5U), INoU)=I31(U)=0.
We replace F(U) by
F(U) = A(U) + aD*(u,U) (6)
and obtain by (&)

FU) =z F(U),
and equality if the embedded U is a conformal mapping from S to E.
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For parametric representation of an image used in this section we cannot
exclude the possibility that the optimal image is folded over the pixel space B.
If this is the case, then some pixels of the image over B may have multiple values.

Our first object is to define a distance between two positive measures p and
v supported in F, where v represents the image and p the data. Let

d(A, B) = inf [ — vf2
(4, B) \/§EE$2A|“ vl

and
D(p,v) = d(supp(p), supp(v)). (7)

Lemma 1. For fized, compactly supported p in E, D(p,v) is lower semi-
continuous with respect to v under the topology of weak C* convergence.

We now replace the measure v by a mapping U. Let | be a measure on the
parameter space S (say, the uniform Lebesgue measure). We denote the measure
v associated with an embedding U € H'(S,E) by vy and define it by the
pullback vy (o) =1 (U~ (o NU(S))) for every Borel measurable set o C E. In
terms of its action on a test function ¢ € Cy(FE) the above measure is defined in
the following way:

(v, ) = / H(U(s))ds. (8)
S

We conclude that () extends to any U € H'(S, ) and define
D, U) i= D, ).
From Lemma [Tl we obtain:

Lemma 2. The metric D(p, U) is weakly lower semi-continuous with respect to
U in the H' topology.

We consider now the existence of the minimizer of functional F. Let U : S — E
be written in the form U := {UB,UY} where U? : S — Band UY : § — Y.
Counsider the functional (@) written as:

FUP UY) = ;/[fyTr (VUB(5)TVUP(s))
S

+Tr (VUY (s)TVUY (s))] ds + aD?(u,U).

This representation allows us to define the domain of UY as H'(S,Y) without
any boundary condition:

DOMy = {UY¥ ¢ H'(S,Y)}.

The mapping U?, on the other hand, must map S onto B such that UZ|c, :
Cs — Cp := 0B is a homeomorphism (Cg := 05 is the "frame” of the image).
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This corresponds to treating Up as in a Plateau problem with non-free bound-
ary condition. Following the common wisdom, we need the technical 3-point
condition (see [3], p. 235) and set:

DOMp :=
{UP e H'(S,B)NC° (Cs,Cp) |UB|cs : Cs — Cp is a
homeomorphism such that UB(SZ') =( fori=1,2,3,
where s1, 82,83 are three distinct points on Cg, while (1,2, (3

are three distinct points on Cp with the same ordering}

Theorem 1. If i has a compact support in E then a minimizer ofﬁ 1s attained
in the domain DOM = DOMp x DOMy. Moreover, any minimizer U is a
minimizer of F (@) as well.

We use a powerful approach that has appeared in the mathematical theory of
approximation of functionals via I'-convergence. The idea is to approximate the
functional (@) with the lack of regularity (due to the metric term D(u,U)) by
a series of different, parameter dependent functionals, that are expected to be
more regular. In addition, we expect from convergence of functionals to imply
the convergence of minimizers.

Given (3 > 0, set

Lemma 3. D(u,-) is the I'—limit of Dg(u,-) as 8 — 0 from above, if considered
as a functional of the second argument. That is:

lim D =D
g tim Dy, v) = Dlu,v),

liminf Dg, (1, v) > D(p,v),

n—o0

where B, — 0 from above and v,, — v in C*.

We introduce now an implementation of the relaxed distance function Dg and
define a corresponding version of the metric Dg(u, U), U € H'(S, E). This en-

ables us to introduce the relaxation of F @) by

Fa(U) = ;/TT (VU(s)"hVU(s)) ds + aDF(p, U). (9)
S
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We set the f—distance between a mapping U : S — E to a measure p as

ds
Dp(p,U) := Dg (u,vu) = | BIn : (10)
! S//GIU(S)ZP/BMdZ)
E

Thus

D3 U) = B | [ Z(0)()ds|
S

where 1
Z5(U)(s) = .

/e—w(s)—zﬁ/ﬁu(dz)
E

From Lemma [3] we obtain:
Corollary 1. D(u,-) is the I'—limit of Dg(u,-) as 8 — 0 from above.
Eventually, we obtain:

Theorem 2. For any § > 0, the functional (@) attains a minimizer Ug €
DOM. The sequence of minimizers {Us} is bounded in H'(S,E). Any weak
limit U in H, s.t.

Us = U € DOM,

is a minimizer of F' [3) and ﬁ, and is a conformal embedding of S into E.

The functional F, 13 equipped with the relaxed distance Dg is not parameter inde-
pendent, and its minimizers are not conformal mappings. However, it converges
to parameter independent functional F' as  — 0.

3 Non-parametric Representation

The parametric model is presented in [5]. We therefore proceed to present the
non-parametric representation. Let consider a non-parametric representation of
the image U. Here we identify S with B and set U as identity map. Thus, the
image is given in terms of a graph UY := f : B — Y. Considering the image
U in terms of a graph of function f does not allow existence of edges in form
of the surface folding. In case of non-parametric formulation we cannot use the
majorant area functional A(U) as defined in ({@l). The area functional is then
given as in ([2)):

AW) = [Ir@)lds = [ Va2 19 fa
S B
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We also separate the scale v into 1 for the area term and ~» for the metric. In
order to unify the limits v; — 0 and «; — 0o we normalize the area term by

1+ ym
\/71

. Thus, the corresponding functional is

B, () = (1 ) [ Vo + [VIPdb + oD, (. ).
B

We define now the relaxed metric term Dg ., (1, f). For non-parametric formu-
lation we represent the data p(dz) as up(dy)db. Under the above assumption,
the parameter dependent metric (0 attributes the measure db to the image f,
and it is written as

D3 (. f) = fln / v (bydb|
B

where
1

wf _ .
//e—[lf(b)—y|2+'vzIb—b’lzl/ﬁdb/’ub,(dy)
Y B

3.7 (0) (11)

In addition, the following analysis is performed for deterministic data, thus
?gm (b) in (I is given as
1
vl (b)) = : (12)
oo /e—[If(b)—g(b’)|2+'yzlb—b’|2]/6db/
B

Finally, the corresponding functional is:

Ffl,w(f):ﬂh/m)/VmHVdeMaﬂln /wgm(b)db . (13)
B

B

where !T/g ,,(0) is given as in ([2). Its minimum is the function f which solves
the boundary value problem

i ((1 + vaf) L 20,0
Vi IVIE) e wa

B

f

2
2a (W) (b
_ O‘( ol )) /g(b/)e—[lf(b)—g(b’)|2+72|b—b’|2]/5db’:0 (14)
/ngw(b)db B

B

with Neumann boundary condition
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0
8:; =0 ondB. (15)
1
Note that the function G(b) = 1+ vm) in the first term of the left-hand
vV + VI

part of (I4)) may be considered as edge indicator (penalty) function.

Consider now the M x N image (M rows and N columns). Let B C RR?
be its domain and ¢(b), b € B denote its graph. We assume that its desired
segmentation is the minimum of relaxed functional (I3]). We search for a weak
solution of the Euler-Lagrange equation (I4)-(IH).

Due to the robustness and simplicity of implementation of the fixed point
algorithm [12], we apply it to solve ([Id)-(IH) in this work. The solution, which is
the grey-level image, is the desired segmentation. In order to present the results
in a pleasant way, the segmentation contour should be obtained. To achieve
this, we threshold the accepted segmentation image by using Otsu’s method [§].
Finally, Canny edge detector [2] is applied to the binary image, and achieved
segmentation contour is applied to the original image g.

In this section we are going to point out the influence of parameters 8, a, v1, v2
on the segmentations results. To demonstrate the performance of the proposed
method, we used various textured images [B]. Two examples are illustrated here
(Fig. ). We recall that 3 is the convergence parameter and the minimizer of the

Fig.1. Leopard (upper row) and ultrasound (lower row) image segmentation us-
ing the proposed method. Original images (left), algorithm outputs (middle), out-
lined segmented images (right). Parameters: o = 185 (leopard), 50 (ultrasound),
B=0.1, v1 =0, 72 = o0.



A Geometric-Functional-Based Image Segmentation and Inpainting 173

original (the limit) functional is achieved when 5 — 0. We also note that the
limit 5 — 0 of ([I3) yields

FS, o, () = (1 v) B/ Vo [V fedb+ asup it [1F(0) - g(8)

+72‘b - b/|2] )

which is the original functional for deterministic images. Thus, for our calcula-
tions, 3 is taken sufficiently small. The parameter «, as in case of Mumford-Shah
functional, measures the trade-off between a good fit of the solution f to data g
and the regularity of the solution f.
C . B
We define now two limiting cases for the functional ([3): F_.,(f) and

Ffom(f), when v — 0 and 7; — o0, respectively. As v; tends to 0, one can

obtain

Fy (/) =TV(f)+afln /!T/gm(b)db 7
B

where TV (f) = /\Vf\db is the Total Variation (TV) norm, originally intro-
B

duced by Rudin et. al. in [I0]. On the other hand, v; — oo yields

F . (f) = H'(f) + afln /wgm@)db
B

up to the constant, where H!(f) = / |V f|2db is Sobolev space norm. We note
B

that the TV norm allows discontinuities in f, thus making it superior to the
H' regularization in cases where f can have sharp edges. As is shown above,
the parameter v, being defined as representing the scale difference between pixel
domain and feature fiber, also determines the kind of regularization for function
f, defining the various regularization norms.

The role of parameter -, which similarly to parameter 7; being defined as
representing the scale difference between pixel domain and feature fiber, is com-
pletely different. Here the case of interest is the limit v — oco. It is easily verified
that, as v9 — 00,

lim ¥l

()= (ﬂ; HORIOIES
Y2—00 ’

where C' stands for a generic constant. Thus, the limit v — 0o yields

B, o) = lim B2, ()~ (1 vn) [ Vo o+ V72
B

Y2— 0

+ afln /elf(b)_g(bm/ﬁdb —aflng (16)
B
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up to the constant multiplied by . Finally, we note that the limit 5 — 0 of (IQ)
yields

FS, () = (L4 ) [ Vo + [V 1db + asup | £(8) ~ g0
A beB

The parameter 7> determines the local neighborhood of the pixel b, which gives
the valuable contribution to the final segmentation.

4 Digital Image Inpainting

The same functional approach is now applied to the problem of inpainting. As
in [I], it does not require any user intervention, once the region to be inpainted
has been selected. Consider the 2D discrete grey level image g, being defined on
the domain B\ D, where D is the region to be inpainted. Our functional for the
two-dimensional image in the non-parametric case accepts the following form:

oy (F) = (L4 ) / Vo + [V Pdb + asup inf [If(5) — ()P

+alb — 6] . (17)

Let f be a desired inpainting of the image ¢ on the region D, be defined on
the entire domain B. We assume that it should be a minimum of the functional
([I@). Actually, for the inpainting task the above functional is not applicable: let
denote

5.(0) = inf [IF(b) - g(O)* + 2o —0'?] .
We claim that, if g is defined everywhere on B, then
lim Q9,(b) = [f(b) — g(b)[*.
Y2—00
If g is not defined in an open set D, then Q¢, (b) is replaced by

5,00 = inf [1F0) = g + o — '

and
lim Q9 (b) =co for be D.

Y2 —00

Thus, we replace Q7,(b) by

)9 (b) =Q2,(b) — yo Dis? (b, B\ D),

Y2
where Dis(b, B\ D) is the minimal distance between b and B\ D, and the desired
functional is
Eupif) =4y Vi + VS

B o i (18)
taesssup int [|£(b) ~ g(0)? +5a((b — ¥ |? - Dis*(b. B\ D))
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Let now consider the limit 72 — oo. We define
~ g(b), beB\D
b = 9
9) {g(yo(b)), beD
where yo(b) € 9D is defined by
lyo(b) —b] <[y —0b|, Vye B\D.

Note that yo(b) and thus, g(b) are not defined unambiguously on D. According to
its definition, the skeleton of D is of zero Lebesgue measure. This fact explains
the change from supremum to essential supremum in the definition of metric
term of (I8). It is also obvious that

lim Q7 (b) = |£(b) — 4(b)[?

WQ*)O(D
for almost any b. Thus, the functional (I8]) has a limit as v2 — oo, that is

lim Foou(f) = (14 v1) / Vo + [V £[2db + a esssup | £(5) — G(b) P
5 beB

Y2—00

As in case of image segmentation model, we approximate the functional (I8])
by relaxed functional with parameter dependent metric using I'-convergence
technique. The desired relaxed functional is

Fgl,’m (f> = (1 + \/71) / \/71 + ‘Vf‘gdb+ aﬁ In /Epgﬁz(bﬁlb ’ (19)
B B
where ]
wg,’m(b) = N2 712 - 2 ’
/ o~ 17 () =g(0") 72 (b=b'| ~ Dis? (5, B\D))I/8 gy
B\D
In the same manner, we set the Euler-Lagrange equation of the functional (I9)
to be

!
_div<<”mvf ) + 20 g

+|Vf? f
vV + |V f] /y'/ﬁm(b)db
B

o )

2
_ O‘( B ( >) /g(b/)ef[If(b)fg(b’)lervz(lbfb'IQ*DiSQ(b’B\D))]/Bdb’:0

/ wg772(b)de\D
B

with natural boundary condition

of
on

Fig. 2 shows the results of inpainting a natural image for various 7,. The user
only supplied the “mask” image, using paintbrush-like program. The basic idea

=0.
oB
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Fig. 2. Output results of inpainting algorithm for real-life image: o = 100000, 1 = 0;
from left to right: original image, "masked” image, reconstructed image with 8 =
0.07, v2 = 10, reconstructed image with 3 = 0.1, v2 = 100

is to complete the “masked” region according to minimized modified Hausdorff
metric between the corrupted image and its reconstruction.

5 Discussion and Conclusions

The present study is a step towards the development of a general framework that
can deal with segmentation problems in the context of multi-channel images. The
main novelty of this study is the replacement of the metric term of Mumford-
Shah functional by a metric based on Hausdorff distance function. This may be
useful in cases of defocusing and of mapping problems. The proposed change
allows us to replace the deterministic data by a random one and include also the
case of missing data (inpainting).

Since the new metric term, and thus the functional, suffered from lack of reg-
ularity, we utilized an approach adopted from mathematical theory of approx-
imation of functionals via I'-convergence to overcome this deficiency. However,
we should point out that the developed relaxed functional demands extensive
computational effort to obtain its minimum. This is the main drawback of our
algorithm. An optional solution to this problem is to apply a multi-resolution
analysis, by performing the relative computations on higher levels of a Gaussian
pyramid and thereby reduce significantly the amount of required computations.

Acknowledgement. This paper is partially supported by the Israel Science
Foundation, grant 406/05, founded by the Israel Academy of Sciences and Hu-
manities.
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