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Abstract

We study a sampling setup where a continuous-time signal is mapped by a memoryless, invertible and nonlinear transformation, and then sampled in a non-ideal manner. Such scenarios appear, for example, in acquisition systems where a sensor introduces static nonlinearity, before the signal is sampled by a practical analog-to-digital converter. We develop the theory and a concrete algorithm to perfectly recover a signal within a subspace, from its nonlinear and non-ideal samples. Three alternative formulations of the algorithm are developed that provide different insights into the structure of the solution: A series of oblique projections, approximated projections onto convex sets, and quasi-Newton iterations. Using classical analysis techniques for descent-based methods, and recent results on frame perturbation theory, we prove convergence of our algorithm to the true input signal. We demonstrate our method by simulations, and explain the applicability of our theory to Wiener-Hammerstein analog-to-digital hybrid systems.

I. Introduction

Digital signal processing applications are often concerned with the ability to store and process discrete sets of numbers, which are related to continuous-time signals through an acquisition process. One major goal, which is at the heart of digital signal processing, is the ability to reconstruct continuous-time functions, by properly processing their available samples.

In this paper we consider the problem of reconstructing a function from its non-ideal samples, which are obtained after the signal was distorted by a memoryless (i.e., static), nonlinear and invertible mapping.

The main interest in this setup stems from scenarios where an acquisition device introduces a nonlinear distortion of amplitudes to its input signal, before sampling by a practical analog-to-digital converter (ADC) (see Fig. 1(a)). Nonlinear distortions appear in a variety of setups and applications of digital signal processing. CCD image sensors introduce nonlinear distortions when excessive light intensity causes saturation [1], [2]. Memoryless nonlinear distortions also appear in the areas of power electronics [3] and radiometric photography [4], [5]. In some cases,
nonlinearity is introduced deliberately in order to increase the possible dynamic range of the signal while avoiding amplitude clipping, or damage to the ADC [6]. The goal is then to process the samples, in order to recover the original continuous-time function.
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Fig. 1. (a) The sampling setup. (b) Illustration of the memoryless nonlinear mapping.

The usual assumption in such problems is that the samples are ideal, i.e., they are point-wise evaluations of the nonlinearly distorted, continuous-time signal. Even then, the problem may appear to be hard. For example, nonlinearly distorting a bandlimited signal, usually increases its bandwidth. Thus, it might not be obvious how to adjust the sampling rate after nonlinear distortion takes place. In [7], for instance, the author seeks sampling rates to reconstruct a band-pass signal, which is transformed with a nonlinear distortion up to the third order. However, as noticed by Zhu [8], over-sampling in such circumstances is unnecessary. Assuming the bandlimited setting and ideal sampling, Zhu showed that perfect reconstruction of the input signal can be obtained, even if the distorted function is sampled at the Nyquist rate of the input. The key idea in Zhu’s result is to apply the inverse of the memoryless nonlinearity to the given ideal samples in order to obtain ideal samples of the input signal. Then, recovery of this bandlimited function from its ideal samples is a straightforward manner of applying Shannon’s interpolation.

Unfortunately, in practice, ideal sampling is impossible to implement. A more accurate model considers generalized sampling [9]–[12]. Instead of point-wise evaluations of the continuous-time function, the samples are modelled by a set of inner-products between the continuous-time signal and the sampling functions. These sampling functions are related to the linear part of the acquisition process, for example they can describe the anti-aliasing filtering effects of an ADC [9].

In the context of generalized sampling, a lot of effort has been devoted to the study of purely linear setups, where nonlinear distortions are absent from the description of the acquisition model. The usual scenario is to reconstruct a function by processing its generalized samples, obtained by a linear and bounded acquisition device.
Assuming a shift invariant setup, the authors of [9] introduce the concept of consistent reconstruction. There, a signal is reconstructed within the reconstruction space, such that when re-injected into the linear acquisition device, the original sample sequence is reproduced. This idea of consistency was then extended to arbitrary Hilbert spaces in [10], [13], [14]. Instead of creating consistent signals which can only explain the given samples, but for some setups might lead to large error of approximation, in [12] robust approximations were developed. The reconstructed function was optimized to minimize the so called minimax regret criterion, related directly to the squared norm of the reconstruction error. There as well, however, the acquisition model is of a linear nature.

In this paper we consider a nonlinear sampling setup, combined with generalized sampling. The continuous-time signal is first nonlinearly distorted and then sampled in a non-ideal (generalized) manner. We assume that the nonlinear and non-ideal acquisition device is known in advance, and that the obtained samples are noise-free.

In this general context we develop a theory and an iterative algorithm, which is proved to recover the input signal from its nonlinear and generalized samples. If the signal is not constrained to a subspace, then the problem of perfect recovery becomes ill-posed (see Section III) as there are infinitely many functions which can explain the measured samples. Therefore, our main effort concerns the practical problem of reconstructing a function within some predefined subspace. For example, the problem may be to reconstruct a bandlimited function, though, in this work we are not restricted to the bandlimited setup.

Three alternative formulations of the algorithm are developed that provide different insight into the structure of the solution: A series of oblique projections [15], [16], an approximated projections onto convex sets (POCS) method [17], and quasi-Newton iterations [18], [19]. Under some conditions, we show that all three viewpoints are equivalent, and from each formulation we extract interesting insights into the problem.

Our approach relies on linearization, where at each iteration we solve a linear approximation of the original nonlinear sampling problem. To prove convergence of our algorithm we extend some recent results concerning frame perturbation theory [20]. We also apply classical analysis techniques which are used to prove convergence of descent-based methods.

The theory we develop leads to simple sufficient conditions on the nonlinear distortion and the spaces involved, that ensure perfect recovery of the input signal.

After stating the notations and the mathematical preliminary assumptions in Section II, we formulate our problem in Section III. In Section IV we prove that under proper conditions on the problem, perfect reconstruction of the input signal from its nonlinear and generalized samples is indeed possible. Then, in Section V we suggest an iterative algorithm for our nonlinear sampling setup. The algorithm relies on linearization of the problem at hand, and takes the form of a series of oblique projections. In Section VI we develop a reconstruction based on the POCS method, and show it to be equivalent to the iterative oblique-projections algorithm. In Section VII we view the linearization approach within the framework of frame perturbation theory. This viewpoint leads to conditions on the nonlinear mapping $M$ and the spaces involved, which assure perfect recovery of the input signal from its nonlinear and non-ideal samples. In Section VIII, we express our algorithm as quasi-Newton iterations, proving convergence of our method. Some practical aspects are discussed in Section IX. Specifically, we explain how the
algorithm should be altered, if some of the mathematical preliminary assumptions do not hold in practice. We also explain how to apply our results to acquisition devices that are modelled by a Wiener-Hammerstein system [21]. In Section X we show simulation results of recovering the input signal from its non-ideal and generalized samples. Finally, in Section XI we state our conclusions and suggest future directions of research. Some of the mathematical derivations are brought within the appendices.

II. NOTATIONS AND MATHEMATICAL PRELIMINARIES

We denote continuous-time signals by bold lowercase letters, omitting the time dependence, when possible. The elements of a sequence $c \in l_2$ will be written with square brackets, e.g. $c[n]$. Operators are denoted by upper case letters. The operator $P_A$ represents the orthogonal projection onto a closed subspace $A$, and $A^\perp$ is the orthogonal complement of $A$. The Moore-Penrose pseudo inverse [22] and the adjoint of a bounded transformation $T$ are written as $T^\dagger$ and $T^*$, respectively. $P_{A_1A_2}$ stands for an oblique projection operator [16], [15], with range space $A_1$ and null space $A_2$. The identity mapping is denoted by $I$.

The range and null spaces are denoted by $R(\cdot)$ and $N(\cdot)$, respectively. Inner products and norms are denoted by $\langle a, b \rangle_H$ and $\|a\|_H$, with $H$ being the Hilbert space involved. The norm $\|A\|$ of a linear operator $A$ is its spectral norm.

An easy way to describe linear combinations and inner products is by utilizing set transformations. A set transformation $S : l_2 \to H$ corresponding to frame [23] vectors $\{s_n\}$ is defined by $Sc = \sum_n c[n]s_n$ for all $c \in l_2$. From the definition of the adjoint, if $c = S^*x$, then $c[n] = (s_n, x)$.

We denote by $M : L_2(\mathbb{R}) \to L_2(\mathbb{R})$ a nonlinear memoryless (i.e., static) mapping, which maps an input function $y$ to an output signal $x = M(y)$. Being static, there is a functional $m : \mathbb{R} \to \mathbb{R}$ describing the input-output relation at each time instance $t$, such that $x(t) = M(y)(t) = m(y(t))$ (see Fig. 1(b)). The derivative of $m(t)$ is denoted by $m'(t)$. We will also use the Fréchet derivative [24] of $M$ to describe $m'(t)$ in terms of an operator in $L_2$.

**Definition 1:** An operator $M : H_1 \to H_2$ is Fréchet differentiable at $y_0$, if there is a linear operator $M'_{y_0} : H_1 \to H_2$, such that in a neighborhood of $y_0$

\[
\lim_{\|y-y_0\|_{H_1} \to 0} \frac{\|M(y) - M(y_0) - M'_{y_0}(y-y_0)\|_{H_2}}{\|y-y_0\|_{H_1}} = 0.
\]

$M'_{y_0}$ is called the Fréchet derivative (or simply the derivative) of $M$ at $y_0$.

Note that the Fréchet derivative of a linear operator is the operator itself.

In our setup, $M$ is memoryless, so that the image $x = M(y)$ is completely determined in terms of the composition $m(y(t)) = x(t)$, i.e., $M(y)(t) = m(y(t))$. In such a setting, $M'_{y_0}$, the Fréchet derivative of $M$ at $y_0$ satisfies $(M'_{y_0}f)(t) = m'(y_0(t))f(t)$, for any function $f$, and for all time instances $t$. For example, the Fréchet derivative of the memoryless operator $M(y)(t) = y^3(t)$ evaluated at $y_0$ is determined by the functional $3y_0^2$, and $(M'_{y_0}f)(t) = 3y_0^2(t)f(t)$.

A direct sum $A_1 \oplus A_2$ between two closed subspaces $A_1$ and $A_2$ of a Hilbert space $H$ is the sum set $A_1 + A_2 = \{a_1 + a_2; a_1 \in A_1, a_2 \in A_2\}$ with the property $A_1 \cap A_2 = \{0\}$. For an operator $T$ and a subspace $A$ we denote by $T(A)$ the set obtained by applying $T$ to all vectors in $A$. 

A. Mathematical Safeguards

Our main treatment concerns the Hilbert space of real valued, finite energy functions. Throughout the text we assume that the sampling functions \( \{s_n\} \) form a frame [23] for the closure of their span, which we denote by the sampling space \( S \subseteq L_2 \). Thus, there are constants \( 0 < L_S \leq U_S < \infty \) such that

\[
L_S \|f\|_{L_2} \leq \|S^*f\|_{l_2} \leq U_S \|f\|_{L_2}
\]

for all \( f \in S \), where \( S \) is the set transform corresponding to \( \{s_n\} \).

To assure that the inner products \( \langle s_n, M(y) \rangle_{L_2} \) are well defined, we assume that the distorted function \( x = M(y) \) is in \( L_2 \) for all \( y \in L_2 \). The latter requirement is satisfied if for example \( m(0) = 0 \) and \( m \) is Lipschitz continuous. Indeed, in this case,

\[
\|M(y)\|_{L_2}^2 = \int_{-\infty}^{\infty} |m(y(t))|^2 \, dt = \int_{-\infty}^{\infty} |m(y(t)) - m(0)|^2 \, dt \\
\leq U_g^2 \int_{-\infty}^{\infty} |y(t) - 0|^2 \, dt = U_g^2 \|y\|_{L_2}^2 < \infty,
\]

where \( U_g \) is a Lipschitz bound of \( m \). Another example which assures that \( x = M(y) \) has finite energy, is when \( m \) is Lipschitz continuous and the input function \( y \) has finite support.

Lipschitz continuity of the nonlinear mapping can be guaranteed by requiring that \( \|m'\|_{L_\infty} = \max_t |m'(t)| \leq U_g \). Throughout our derivations we also assume that \( M \) is invertible. In particular, this holds if the input-output distortion curve \( m \) is a strictly ascending function\(^1\), i.e., \( m'(t) > 0 \). In total, our hypothesis is that the slope of the nonlinear distortion satisfies

\[
L_g \leq m'(t) \leq U_g
\]

for some \( 0 < L_g, U_g < \infty \), and all \( t \in \mathbb{R} \).

To reconstruct functions within some closed subspace \( A \) of \( L_2 \), let \( \{a_n(t)\} \) to be a Riesz basis [23] of \( A \). Then the corresponding set transformation \( A \) satisfies

\[
L_A \|a\|_{l_2} \leq \|Aa\|_{L_2} \leq U_A \|a\|_{l_2},
\]

for some fixed \( 0 < L_A \leq U_A < \infty \), and all \( a \in l_2 \).

We will often use the Moore-Penrose pseudo-inverse. If \( T_1 : \mathcal{H}_1 \rightarrow \mathcal{H}_2 \) is a linear bounded operator with closed range space, then the Moore-Penrose pseudo-inverse \( T_1^\dagger \) exists [22, pp. 321]. If in addition, \( T_2 \) is a linear bijection on \( \mathcal{H}_1 \) then \( \mathcal{R}(T_1) = \mathcal{R}(T_1T_2) \). Therefore, for a linear and bounded bijection \( T_2 \), and linear, bounded \( T_1 \) with closed range, the Moore-Penrose pseudo-inverse \( (T_1T_2)^\dagger \) exists.

III. Problem Formulation

Our problem is to reconstruct a continuous-time signal \( y(t) \) from samples of \( x(t) \), which is obtained by a nonlinear, memoryless and invertible mapping \( M \) of \( y \), i.e., \( x = M(y) \). This nonlinear distortion of amplitudes is illustrated in Fig. 1(b), where a functional \( m \) describes the input-output relation of the nonlinearity.

\(^1\)The results of this work can be extended for the strictly descending case as well; see Section IX.
Our measurements are the generalized samples of \( x = M(y) \), with the \( n \)'th sample given by

\[
c[n] = (s_n, x)_{L_2} = \int_{-\infty}^{\infty} s_n(t)x(t)dt.
\]

(6)

Here, \( s_n \) is the \( n \)'th sampling function. We define \( S \subseteq L_2 \) to be the sampling space, which is the closure of \( \text{span} \{s_n\} \) and \( S \) to be the set transformation corresponding to \( \{s_n\} \). With this notation, the generalized samples (6) can be written as

\[
c = S^*x.
\]

(7)

By the Riesz representation theorem, the sampling model (7) can describe any linear and bounded sampling scheme.

An important special case of sampling, is when \( S \) is a shift invariant (SI) subspace, obtained by equidistant shifts of a generator \( s(t) \)

\[
S = \left\{ f(t) : f(t) = \sum_n a[n]s(t-nT), a \in l_2 \right\}.
\]

An example is an ADC which performs pre-filtering prior to sampling, as shown in Fig. 2. In such a setting, the sampling vectors \( \{s_n(t) = s(t-nT)\} \) are shifted and mirrored versions of the pre-filter impulse response [9]. Furthermore, the sampling functions form a frame for the closure of their span [23], [25] if and only if

\[
\alpha \leq R_{S,S}^f(\omega) \leq \beta, \quad \omega \in \mathcal{I}_S
\]

for some \( 0 < \alpha \leq \beta < \infty \). Here we denote,

\[
R_{A,B}^f(\omega) = \frac{1}{T} \sum_{k=-\infty}^{\infty} A^F\left(\frac{\omega + 2\pi k}{T}\right) B^F\left(\frac{\omega + 2\pi k}{T}\right),
\]

(8)

where \( S^F(\omega) \) is the continuous-time Fourier transforms of the generator \( s(t) \), and \( \mathcal{I}_S \) is the set of frequencies \( \omega \) for which \( R_{S,S}^f(\omega) \neq 0 \).

Fig. 2. Filtering with impulse response \( s(-t) \) followed by ideal sampling. The sampling vectors are \( \{s(t-nT)\} \).

If there are no constraints on the structure of \( y \), the problem of reconstructing this input from the samples \( c \) becomes ill-posed. Specifically, there are infinitely many functions of \( L_2 \) which can yield the known samples, as any signal of the form \( M^{-1}(x_s + v) \) is a possible candidate. Here, \( v \) is any vector in \( S^\perp \) and

\[
x_s = P_Sx = S(S^*S)^\dagger c
\]

(9)

is the orthogonal projection of \( x \) onto the sampling space, which is uniquely determined by the samples \( c \).

However, in many practical problems we assume some subspace structure on the input signal. The assumption of a signal being bandlimited is probably the most common scenario, though, in this work, we are not limited to
the bandlimited setup. Our formulation treats the problem of reconstructing $y$ which is known to lie in an arbitrary closed subspace $A \subseteq L_2$. The overall sampling scheme we consider is illustrated in Fig. 1.

To recover $y$ from its samples, we need to determine a bijection between this function and the sample sequence. Unfortunately, though we restrict the solution to a closed linear subspace $A$ of $L_2$, it is still possible to have infinitely many functions in $A$ which can explain the measured samples. For example, even for a simplified setup of our problem where $M$ is replaced by the identity mapping, there are infinitely many consistent solutions if $A + S^\perp = L_2$ but $A \cap S^\perp \neq \{0\}$. Indeed, for any $v \in A \cap S^\perp$ we have $c = S^*y = S^*(y + v)$. If, however, $A$ and $S$ satisfy the direct sum condition

$$A \oplus S^\perp = L_2,$$

then it is well known \cite{10}, \cite{14} that for $M = I$ a unique consistent solution exists. In that case, the consistent solution is also the perfect reconstruction of the true input $y \in A$. Thus, if $M = I$ and (10) holds, the problem is trivial.

In our setup, however, $M \neq I$. Furthermore, $M$ is not even a linear operator. Instead of ignoring the effects of the nonlinearity, yet another simplification of the problem might be to assume that the samples are ideal, i.e., $c[n] = x(nT)$. In that case, we can resort to Zhu’s sampling theorem \cite{8}, by applying $M^{-1}$ to the samples $c$. Presuming that indeed $c[n] = x(nT)$, by this approach we then obtain the ideal samples $y(nT)$ of $y$. Accordingly, the problem of recovering a signal $y$ in a subspace $A$ from its ideal samples also falls into a well studied framework (see for example \cite{26}).

As mentioned, however, in our setup the signal is distorted by a nonlinear mapping $M$, and generalized (rather than ideal) sampling takes place. Hence, approaches which ignore the nonlinearity or the non-ideality of the sampling scheme are suboptimal, and in general, will not lead to perfect recovery of the input $y$.

Nonetheless, we will show that if (10) is satisfied, and under proper assumptions on the nonlinear distortion $M$, there is a unique function $y$ within $A$, which can explain the measured samples. In turn, our results lead to a theory and a concrete iterative method for obtaining perfect reconstruction of a signal in a subspace, despite the fact that it is measured through a nonlinear and non-ideal acquisition device.

Before treating this general case, we note that there are special setups for which it is possible to reconstruct the function $y$ in a closed form. An example of such a setup is brought by the following theorem.

**Theorem 1:** Assume $y(t)$ is a periodic function with period $T_0 = 2\pi/\omega_0$ that satisfies the Dirichlet conditions. Let $M$ be a Lipschitz continuous, memoryless and invertible mapping. If $x = M(y)$ is sampled with the sampling functions

$$s_n(t) = e^{-j\omega_0 nt}s(t),$$

and the generator $s(t)$ satisfies

$$0 < \left| \sum_k s(t - T_0 k) \right| < \infty,$$

(11)
for all \( t \in [0, T_0] \), then \( y(t) \) can be reconstructed from the generalized samples (6). The reconstruction is

\[
y(t) = M^{-1} \left( \sum_m (c * h^{-1}) [m] e^{j\omega_0 mt} \right),
\]

where \( h^{-1} \) is the convolutional inverse of \( h[n] = S^F(\omega_0 n) \), and \( \omega_0 = 2\pi/T_0 \).

**Proof:** See Appendix I.

In Theorem 1, a special choice of sampling functions was employed to reconstruct a periodic function. In the general case, however, the sampling function do not satisfy (11). Hence, the rest of this paper will treat a much broader setting, allowing the use of arbitrary sampling and reconstruction spaces. In particular, the more standard setup of shift invariant spaces is included in our framework.

IV. UNIQUENESS

In this section we prove that under proper conditions on \( M \) and the spaces involved, the problem of perfectly reconstructing the input signal from its nonlinear and generalized samples indeed has a unique solution. Specifically, we now show that if the subspace \( M'_h(A) \) (i.e., the space obtained by applying the Fréchet derivative \( M'_h \) to each vector in \( A \)) satisfies the direct sum \( M'_h(A) \oplus S^\perp = L_2 \) for all \( h \in L_2 \), then \( y \in A \) is uniquely determined by its samples.

**Theorem 2:** Assume \( M'_h(A) \oplus S^\perp = L_2 \) for all \( h \in L_2 \). Then there is a unique \( y \in A \) such that \( c = S^*M(y) \).

**Proof:** Assume that there are two functions \( y_1 \in A, y_2 \in A \) which both satisfy \( c = S^*M(y_1) = S^*M(y_2) \). Then \( P_S M(y_1) = P_S M(y_2) = x_s \), implying that \( M(y_1) - M(y_2) \in S^\perp \). For each time instance \( t \), we have some interval of amplitudes \([ y_1(t), y_2(t) ] \), where we have assumed, without loss of generality, that \( y_1(t) \leq y_2(t) \). Since by (4) the nonlinear distortion curve \( m \) is continuous and differentiable, by the mean value theorem, there is a scalar \( \alpha_t \in [0, 1] \) and an intermediate value \( h_t = \alpha_t y_1(t) + (1 - \alpha_t) y_2(t) \) such that

\[
m'(h_t) (y_1(t) - y_2(t)) = m(y_1(t)) - m(y_2(t)).
\]

Defining a function \( h(t) = h_t \), we may rewrite (14) for all \( t \) using operator notations

\[
M'_h(y_1 - y_2) = M(y_1) - M(y_2).
\]

The resulting function \( M'_h(y_1 - y_2) \) lies within the subspace \( M'_h(A) \) and by the right hand side of (15) it is also a function in \( S^\perp \). By the direct sum assumption \( M'_h(A) \oplus S^\perp = L_2 \), we must have \( M(y_1) - M(y_2) = 0 \), or equivalently (since \( M \) is a bijection), \( y_1 = y_2 \).

In the sequel we will state simple to verify conditions on \( M \) and the spaces \( A \) and \( S \), which assure that the direct sum assumptions of Theorem 2 are met in practice.

V. RESTORATION VIA LINEARIZATION

Since by Theorem 2, there is a unique function \( y \in A \) which is consistent with the measured samples \( c \), all we need is to find \( y \in A \) satisfying \( c = S^*M(y) \). Unfortunately, this is a (possibly infinite dimensional) set of
nonlinear equations. A natural approach will be to iteratively linearize these equations, in order to obtain linear sampling schemes which approximate the original problem.

As our method relies in linearization, we first need to explain in detail, how to recover the input \( y \in \mathcal{A} \) if it is related to \( x \) through a linear mapping.

### A. Perfect Reconstruction for Linear Schemes

In this section we adopt a general formulation within some Hilbert space \( \mathcal{H} \) (which is not necessarily \( L_2 \)). Assume a model where \( y \) is related to \( x \) through a linear, bounded and bijective mapping \( T \), i.e.,

\[
x = Ty.
\]

The case \( T = I \) was previously addressed in the literature [9], [10], [13], [14]. Assuming that the direct sum condition (10) is satisfied, it is known that \( y \in \mathcal{A} \) can be perfectly reconstructed from the samples of \( x \), by oblique projecting \( x_s \) of (9) along \( S^\perp \) onto the reconstruction space \( \mathcal{A} \):

\[
y = P_{\mathcal{A},S^\perp} x_s. \tag{16}
\]

The extension of this result to any linear continuous and continuously invertible \( T \) (not necessarily \( T = I \)) is simple. First note that since the solution \( y \) lies within \( \mathcal{A} \), the function \( x \) is constrained to the subspace \( T(\mathcal{A}) = \{Ty : y \in \mathcal{A}\} \). Furthermore, in our context the condition \( T(\mathcal{A}) \oplus S^\perp = \mathcal{H} \) will be satisfied, such that perfect reconstruction of any \( x \in T(\mathcal{A}) \) is given by

\[
x = P_{T(\mathcal{A}),S^\perp} P_S x = P_{T(\mathcal{A}),S^\perp} x_s. \tag{17}
\]

Also note that due to the direct sum assumption \( T(\mathcal{A}) \oplus S^\perp = \mathcal{H} \), the oblique projection operator \( P_{T(\mathcal{A}),S^\perp} \) is well defined (e.g. [25]). Finally, to obtain \( y \) itself, we apply \( T^{-1} \) to (17). This simple idea is illustrated in Fig. 3 and summarized in the following theorem.
Theorem 3: Let $y \in A \subseteq H$ and let $x = Ty$ with $T : H \to H$ a linear, continuous and bijective mapping such that $T(A) \oplus S^\perp = H$. Then we can reconstruct $y$ from the samples $c = S^*x$ by

$$y = T^{-1}P_{T(A),S^\perp}x = A(S^*TA)^\dagger c,$$

where $A$ is a set transformation corresponding to a Riesz basis for $A$.

In (18) we have used $P_{T(A),S^\perp}x = TA(S^*TA)^\dagger c$. For the special case $T = I$ we obtain the expected oblique projection solution [9], [13], [14], of (16).

**B. Iterating Oblique Projections**

We now use the results on the linear case to develop an iterative recovery algorithm in the presence of nonlinearities. The true input $y$ is a function consistent with the measured samples $c$, i.e., it satisfies

$$c = S^*M(y).$$

To recover $y$ we may first linearize (19) by starting with some initial guess $y_0 \in A$ and approximating the memoryless nonlinear operator $M$ using its Fréchet derivative at $y_0$

$$M(y) \approx M(y_0) + M'_0(y - y_0),$$

where for brevity we denoted $M'_n = M'_{y_n}$. Rewriting (19) using (20) yields

$$S^*M'_0y = c - S^*(M(y_0) - M'_0y_0).$$

The left hand side of (21) describes a vector $M'_0y$ which lies within the subspace $M'_0(A)$ and is sampled by the analysis operator $S^*$. The right hand is the resulting sample sequence. Since by (4) the linear derivative operator $M'_0$ is a bounded bijection on $L_2$, we may apply the result of Theorem 3 as long as the direct sum condition $M'_0(A) \oplus S^\perp = L_2$ is satisfied. Specifically, identifying $M'_0$ with $T$ in Theorem 3, the unique solution of (21) is

$$\hat{y} = (M'_0)^{-1}P_{M'_0(A),S^\perp}(x_s - (M(y_0) - M'_0y_0))$$

$$= y_0 - (M'_0)^{-1}P_{M'_0(A),S^\perp}(M(y_0) - x_s),$$

where $x_s = P_Sx$ such that $c = S^*x_s$. The process can now be repeated, using $y_1 = \hat{y}$ as the new approximation point. Assuming that for each iteration $n$ we have $M'_n(A) \oplus S^\perp = L_2$, we may summarize the basic form of the algorithm by

$$y_{n+1} = y_n - (M'_n)^{-1}P_{M'_n(A),S^\perp}(M(y_n) - x_s)$$

$$= y_n - (M'_n)^{-1}P_{M'_n(A),S^\perp}(P_SM(y_n) - x_s),$$

where we used $P_{M'_n(A),S^\perp} = P_{M'_n(A),S^\perp}P_S$ in the last equality. This leads to the following interpretation of the algorithm:

- Using the current approximation $y_n$, calculate $e_s = P_SM(y_n) - x_s$, the error within the sampling space.
Solve a linear problem of finding a function within the reconstruction space \( A \), consistent with \( e_s \) when \( M = M'_n \). The solution is \((M'_n)^{-1} P_{M'_n(A)} S^\perp e_s\).

- Update the current estimate \( y_n \) using the obtained correction term.

This idea is described schematically in Fig. 4.

Finally, note that in practice, we need only to update the representation coefficients of \( y_n \) within \( A \). Thus, we may write \( y_n = A a_n \), where the set transformation \( A \) corresponds to a Riesz basis for \( A \), and \( a_n \in l_2 \) are the coefficients. This results in a discrete version of the algorithm (23):

\[
a_{n+1} = a_n - (S^* M'_n A)^\dagger (S^* M(Aa_n) - c),
\]

where we used \((M'_n)^{-1} P_{M'_n(A)} S^\perp = (S^* M'_n A)^\dagger S^*\), and \( S^* x_s = c \). Note that the pseudo inverse is well defined due to the direct sum assumption \( M'_n(A) \oplus S^\perp = L_2 \) [25].

VI. THE POCS POINT OF VIEW

A different approach for tackling our problem can be obtained by the POCS algorithm [17]. In this section we will show the equivalence between the POCS and the iterative oblique projections (23).

First note that the unknown input signal lies in the intersection of two sets: The subspace \( A \) and

\[
U = \{ y : S^* M(y) = c \},
\]

the set of all functions which can yield the known samples. For nonlinear \( M \), the set \( U \) of (25) is in general non-convex. POCS methods are successfully used even in problems where we iterate projections between a convex set and a non-convex one, assuming that it is known how to compute the projections onto the sets involved (e.g. [27], [28]). Unfortunately, in our problem, it is hard to compute the orthogonal projection onto \( U \). However, we can approximate \( U \) using an affine (and hence convex) subset. Replacing the operator \( M \) with its linearization around some estimate \( y_n \), allows us to locally approximate \( U \) by the set

\[
\Omega_n = \{ y : S^* M'_n y = r_n \},
\]
where we define
\[ r_n = S^*M_n'y_n - S^*M(y_n) + c. \] (27)

Note that when \( M \) is linear, \( r_n = c \). For nonlinear \( M \), \( r_n \) also contains a residual term due to approximating \( M \) by its Fréchet derivative.

We point out that the set \( \Omega_n \) is never empty; indeed, \( r_n \in R(S^*) \), but since by (4) \( M_n' \) is bijective, then \( R(S^*M_n') = R(S^*) \). In addition, since \( M_n' \) is also bounded, the Moore-Penrose pseudo-inverse of \( S^*M_n' \) is well defined (see Section II-A). Therefore, we may rewrite \( \Omega_n \) as the affine subset
\[ \Omega_n = (S^*M_n')^{\dagger}r_n + \mathcal{N}(S^*M_n'). \] (28)

Given a vector \( z \), its projection onto \( \Omega_n \) is given by
\[ P_{\Omega_n}z = (S^*M_n')^{\dagger}r_n + P_{\mathcal{N}(S^*M_n')}z. \] (29)

Using (29), we now apply the POCS algorithm to this approximated problem of finding an element within the intersection \( \mathcal{A} \cap \Omega_n \). Starting with some initialization \( h_n^0 \), the POCS iterations take the form
\[ h_{n+1}^m = P_{\Omega_n}P_{\mathcal{A}}h_n^m, \] (30)

where \( n \) is held fixed, and \( m \) is the iteration index. As long as the intersection \( \mathcal{A} \cap \Omega_n \) is non empty, for any initialization \( h_n^0 \), iterations (30) are known to converge [17] to some element within \( \mathcal{A} \cap \Omega_n \). Once convergence has been obtained, the process can be repeated by setting a new linearization point \( y_{n+1} = h_n^\infty \) and defining a new approximation set, \( \Omega_{n+1} \), similarly to (28). Combining (30) with (29) we have \( h_{n+1}^m = (S^*M_n')^{\dagger}r_n + P_{\mathcal{N}(S^*M_n')}P_{\mathcal{A}}h_n^m \). Continuing this expansion, while expressing the result in terms of the initial guess \( h_n^0 \) leads to
\[ h_{n+1}^m = \sum_{i=0}^{m} \left( P_{\mathcal{N}(S^*M_n')}P_{\mathcal{A}} \right)^i (S^*M_n')^{\dagger}r_n 
+ \left( P_{\mathcal{N}(S^*M_n')}P_{\mathcal{A}} \right)^{m+1} h_n^0, \quad \forall m \geq 0. \]

Substituting \( y_{n+1} = h_n^\infty \), in the limit we have
\[ y_{n+1} = \sum_{i=0}^{\infty} \left( P_{\mathcal{N}(S^*M_n')}P_{\mathcal{A}} \right)^i (S^*M_n')^{\dagger}r_n 
+ \left( P_{\mathcal{N}(S^*M_n')}P_{\mathcal{A}} \right)^{\infty} h_n^0. \] (31)

Interestingly, the infinite sum (31), can be significantly simplified if again we assume that the direct sum conditions
\[ M_n'(A) \oplus S^\perp = L_2 \] (32)
are satisfied for all \( n \). In fact, the POCS method becomes equivalent to the approach presented in the previous section.

**Theorem 4:** Assume \( M_n'(A) \oplus S^\perp = L_2 \) holds for all \( n \). Then iterations (31) are equivalent to (23).

**Proof:** See Appendix II.
VII. LINEARIZATION AS FRAME PERTURBATION THEORY

We have seen that under the direct sum conditions (32) both the iterative oblique projections and the approximated POCS method take on the form (23). Furthermore, as stated in Theorem 2, such direct sum conditions are also vital to prove uniqueness of the solution.

Assuring that for any linearization point $y_n$, the direct sum $M_n'(A) \oplus S^\perp$ holds is not a trivial task. In this section we derive sufficient (and simple to verify) conditions on the nonlinear distortion $M$, which assure just that.

The key idea is to view the linearization process, which led to the modified subspace $M_n'(A)$, as a perturbation of the original space $A$. If the perturbation is ‘small enough’, and $A \oplus S^\perp = L_2$, then we can prove (32). Before proceeding with the mathematical derivations, it is beneficial to geometrically interpret this idea for $H = \mathbb{R}^2$, as illustrated in Fig. 5. As long as $A \oplus S^\perp = H$ holds (here, the line defined by the subspace $A$ is not perpendicular to $S$) and $M_n'(A)$ is sufficiently close to $A$, we can also guarantee that $M_n'(A) \oplus S^\perp = H$, since the angle between $S$ and the perturbed subspace $M_n'(A)$ is smaller than 90 degrees.

As shown in Fig. 5, the concept of an angle between spaces is simple for $H = \mathbb{R}^2$. The natural extension of this idea in arbitrary Hilbert spaces is given by the definition of the cosine and sine between two subspaces $A_1, A_2$ of some Hilbert space $H$ [9], [16]:

$$
\cos (A_1, A_2) = \inf_{f \in A_1, \|f\| = 1} \|P_{A_2} f\|_H
$$

$$
\sin (A_1, A_2) = \sup_{f \in A_1, \|f\| = 1} \|P_{A_2^\perp} f\|_H.
$$

(33)

Throughout this section we will also use the relations [16]

$$
\sin (A_1, A_2) = \sin \left( A_2^\perp, A_1^\perp \right)
$$

$$
\cos (A_1, A_2) = \cos \left( A_2^\perp, A_1^\perp \right)
$$

$$
\sin^2 (A_1, A_2) = 1 - \cos^2 (A_1, A_2).
$$

(34)

We start by showing that $M_n'(A)$ is ‘sufficiently close’ to $A$ (in terms of Fig. 5, the angle $\theta_2$ is smaller than 90
degrees), by stating a sufficient condition on the nonlinear distortion which guarantees that

\[ A^\perp \oplus M'_n(A) = L_2 \]  

(35)

along the iterations. We then use (35), to derive sufficient conditions for the direct sum \( M'_n(A) \oplus S^\perp = L_2 \) to hold. In terms of Fig. 5, the latter means that \( \theta_1 + \theta_2 \) is also smaller than 90 degrees.

To show (35), we rely on recent results concerning frame perturbations on a subspace, and extend these to our special setup.

**Proposition 1:** If \( \|1 - m'_n(t)\|_{L_\infty} < 1 \), then \( A^\perp \oplus M'_n(A) = L_2 \).

**Proof:** The direct sum condition \( A^\perp \oplus M'_n(A) = L_2 \) is equivalent to [16] \( \cos(A, M'_n(A)) > 0 \) and \( \cos(M'_n(A), A) > 0 \). The requirement \( \cos(A, M'_n(A)) > 0 \) can be guaranteed by relying on the following lemma.

**Lemma 1:** [20, Theorem 2.1] Let \( \{f_k\} \) be a frame for \( \mathcal{W} \subset \mathcal{H} \), with frame bounds \( A \leq B \), i.e., \( A \|f\|_{\mathcal{H}}^2 \leq \sum_k |\langle f_k, f \rangle_{\mathcal{H}}|^2 \leq B \|f\|_{\mathcal{H}}^2 \) for all \( f \in \mathcal{W} \). For a sequence \( \{\tilde{f}_k\} \) in \( \mathcal{H} \), let \( \mathcal{V} := \text{span} \{\tilde{f}_k\} \), and assume that there exists a constant \( \mu > 0 \) such that

\[
\left\| \sum_k c_k (f_k - \tilde{f}_k) \right\|_{\mathcal{H}} \leq \mu \left( \sum_k |c_k|^2 \right)^{1/2}
\]  

(36)

for all finite scalar sequences \( \{c_k\} \). Then the following holds:

(a) \( \{\tilde{f}_k\} \) is a Bessel sequence\(^2\) with bound \( B(\sin(\mathcal{V}, \mathcal{W}^\perp) + \mu/\sqrt{B})^2 \);

(b) If \( \mu < \sqrt{A} \), then \( \cos(\mathcal{V}, \mathcal{W}) \geq \frac{\sqrt{A} - \mu}{\sqrt{B} \sin(\mathcal{V}, \mathcal{W}^\perp) + \mu} > 0 \).

If, in addition to (b), \( \cos(\mathcal{V}, \mathcal{W}) > 0 \), then

(c) \( \{\tilde{f}_k\} \) is a frame for \( \mathcal{V} \) with bounds \( A(1 - \mu/\sqrt{A})^2 \), \( B(\sin(\mathcal{V}, \mathcal{W}^\perp) + \mu/\sqrt{B})^2 \).

(d) \( \mathcal{V} \) is isomorphic to \( \mathcal{W} \).

Substituting \( A \) for \( \mathcal{W} \), \( M'_n(A) \) for \( \mathcal{V} \) and \( \{\tilde{f}_k = M'_n(f_k)\} \), where we take \( \{f_k\} \) to be an orthonormal basis of \( A \) with set transformation \( F \), we can rewrite condition (36) using operator notations as

\[
\| (I - M'_n)Fc \|_{\mathcal{H}} < \mu \|c\|_{L_2}.
\]  

(37)

Now,

\[
\| (I - M'_n)Fc \|_{L_2} \leq \max_t \|1 - m'_n(t)\| \|Fc\|_{L_2}
\]

\[= \max_t \|1 - m'_n(t)\| \|c\|_{L_2}, \]

where we used the orthonormality of \( \{f_k\} \) in the last equality. Thus, (37) holds with \( \mu = \|1 - m'_n\|_{L_\infty} \). By Lemma 1, part (b), this means that as long as

\[
\|1 - m'_n\|_{L_\infty} < 1,
\]  

(38)

then

\[
\cos(A, M'_n(A)) \geq \frac{1 - \|1 - m'_n\|_{L_\infty}}{\sin(M'_n(A), A^\perp) + \|1 - m'_n\|_{L_\infty}} > 0.
\]  

(39)

\(^2\{s_k\} \) is a Bessel sequence if the right hand side inequality of (2) is satisfied.
To avoid expressions which require the computation of \(\sin(M'_n(A), A^\perp)\), we can further lower bound (39) by
\[
\cos(A, M'_n(A)) \geq \frac{1 - \|1 - m'_n\|_{L_\infty}}{1 + \|1 - m'_n\|_{L_\infty}} > 0. \tag{40}
\]

To also establish \(\cos(M'_n(A), A) > 0\) we now extend Lemma 1, by exploiting the special relation between \(A\) and \(M'_n(A)\) (i.e., connected by an invertible, bounded and self adjoint mapping).

**Lemma 2:** Assume \(\cos(A, M'_n(A)) > 0\) with \(M'_n\) a bounded, invertible and self adjoint mapping. Then \(\cos(M'_n(A), A) > 0\).

**Proof:** Let \(f = M'_n a\) for some \(a \in A\), such that \(\|f\|_{L_2} = 1\). Take \(A\) to be a set transformation of a Riesz basis of \(A\), with Riesz bounds \(L_A, U_A\) as in (5). Since \(\|P_Af\|_{L_2} \geq L_A \|A^*A\|^{-1} A^*M'_n a\|_{L_2} \geq (L_A/U_A^2) \|A^*M'_n a\|_{L_2}\), it is sufficient to show that
\[
\inf_{\|M'_n a\|_{L_2} = 1, a \in A} \|A^*M'_n a\|_{L_2} > 0. \tag{41}
\]
Exploiting the fact that \(M'_n\) is bijective and self adjoint we may write
\[
\cos(A, M'_n(A)) = \inf_{\|a\|_{L_2} = 1, a \in A} \left\|M'_nA(A^*M'_n^2 A)^{-1} A^*M'_n a\right\|_{L_2}.
\]

Since \(\cos(A, M'_n(A)) > 0\) and the operator \(M'_nA(A^*M'_n^2 A)^{-1}\) is bounded, we must have that \(\|A^*M'_n a\|_{L_2} \geq \alpha, \forall a \in A, \|a\| = 1\) for some strictly positive \(\alpha\). Thus, the left hand side of (41) can be lower bounded by
\[
\inf_{\|M'_n a\|_{L_2} = 1, a \in A} \|A^*M'_n a\|_{L_2} \geq \inf_{\|M'_n a\|_{L_2} = 1, a \in A} \alpha \|a\|_{L_2} \geq \alpha/U_g > 0
\]
where we used \(1 = \|M'_n a\|_{L_2} \leq \|a\|_{L_2} U_g\) in the last inequality. \(\square\)

Having established that \(\cos(M'_n(A), A) > 0\) and \(\cos(A, M'_n(A)) > 0\), it follows from [16] that \(M'_n(A) \oplus A^\perp = L_2\), completing the proof. \(\square\)

We now show that if \(A\) is ‘sufficiently close’ to \(S\) then there are nonlinear distortions for which (32) holds.

**Theorem 5:** Assume \(A \oplus S^\perp = L_2\). If
\[
\|1 - m'_n\|_{L_\infty} < \frac{1 - \sin(A, S)}{1 + \sin(A, S)} \tag{42}
\]
than \(M'_n(A) \oplus S^\perp = L_2\).

Before stating the proof, note that (42) also implies \(\|1 - m'_n\|_{L_\infty} < 1\), which by Proposition 1 assures \(M'_n(A) \oplus A^\perp = L_2\). We also note that since the direct sum condition \(A \oplus S^\perp = L_2\) guarantees that \(\sin(A, S) < 1\), the norm bound is meaningful as the right hand side of (42) is positive. In the special case \(A \subseteq S\) we have \(\sin(A, S) = 0\) and (42) becomes \(\|1 - m'_n\|_{L_\infty} < 1\) which is the less restrictive requirement of Proposition 1.

**Proof:** See Appendix III \(\square\)

We have seen that the initial direct sum condition \(A \oplus S^\perp = L_2\) and the curvature bound (42) are sufficient to assure that the direct sum condition \(M'_n(A) \oplus S^\perp\) is satisfied.

As a final remark, note that by relating the curvature bounds (4) with (42) yields
\[
m'(t) > L_g = \frac{2 \sin(A, S)}{1 + \sin(A, S)} \geq 0 \tag{43}
\]
and
\[
m'(t) < U_g = \frac{2}{1 + \sin(A, S)} \leq 2. \tag{44}
\]
This means that a sufficient condition for our theory to hold, is to have an ascending nonlinear distortion, with a slope no larger than two. In Section IX we suggest some extensions of our algorithm to the case in which these conditions are violated.

VIII. CONVERGENCE: THE NEWTON APPROACH

In Sections V and VI we saw that under the direct sum conditions \( M'_n(A) \oplus S^\perp = L_2 \) the iterative oblique projections and the approximated POCS method take the form (23). We now establish that with a small modification, algorithm (23) is guaranteed to converge. Furthermore, it will converge to the input signal \( y \in A \).

To this end, we interpret the sequence version of our algorithm (24), as a quasi-Newton method [18], [19], aimed to minimize the consistency cost function

\[
f(a) = \frac{1}{2} \| e(a) \|_{l_2}^2 = \frac{1}{2} \| S^* M(Aa) - c \|_{l_2}^2,
\]

where,

\[
e(a) = S^* M(Aa) - c
\]

is the samples error vector with a given choice of \( Aa \in A \). Note that by expressing the function \( y \in A \), in terms of its representation coefficients, we obtained an unconstrained optimization problem.

The true input \( y \) has representation coefficients \( a \), for which \( f \) attains the global minimum of zero. Since by Theorem 2 there is only one such function, \( f \) of (45) has a unique global minimum. Unfortunately, since \( M \) is nonlinear, \( f \) is in general nonlinear and non-convex. Obviously, without some knowledge about the global structure of the merit function \( f \) (e.g. convexity), optimization methods cannot assure to trap the global minimum of \( f \). They can, however, find a stationary point of \( f \), i.e., finding a vector \( a_s \), where the gradient \( \nabla f(a_s) \) is zero.

We now establish a key result, showing that if the direct sum conditions are satisfied, then stationary point of \( f \) must also be the global minimum.

**Theorem 6:** Assume \( M'_h(A) \oplus S^\perp = L_2 \) for all \( h \in L_2 \). Then a stationary point of \( f \) is also its global minimum.

**Proof:** Indeed, assume that \( y_n = Aa_n \) is a stationary point of \( f \). Then, the gradient of \( f \) at \( y_n = Aa_n \) is \( \nabla f(a_n) = (S^* M'_n A)^* e(a_n) = 0 \). Denoting \( x_n = M(y_n) \) and using definition (46) of \( e \), we can also rewrite \( \nabla f(a_n) = (M'_n A)^* SS^*(x_n - x_s) \). Assume to the contrary that \( e(a_n) = S^*(x_n - x_s) \) is not the zero vector. Then, since \( S^*(x_n - x_s) \in \mathcal{R}(S^*) = \mathcal{N}^\perp(S) \), also \( s = SS^*(x_n - x_s) \) is not the zero function within \( S \). By the direct sum \( M'_n(A) \oplus S^\perp = L_2 \), we must have that \( \nabla f(a_n) = (M'_n y_n A)^* s \) is not the zero vector, contradicting the fact that a stationary point has been reached. \( \square \)

Note that the combination of Theorems 2 and 6 implies that when the direct sum conditions \( M'_h(A) \oplus S^\perp = L_2 \) are satisfied, optimization methods which are able to trap stationary points of \( f \), also retrieve the true input signal \( y \in A \). Also, in Theorem 5 we have obtained simple sufficient conditions for these direct sums to hold. This leads to the following corollary.

**Corollary 1:** Assume that the slope of the nonlinear distortion satisfies

\[
\| 1 - m' \|_{L_\infty} < \frac{1 - \sin(A, S)}{1 + \sin(A, S)}
\]

(47)
and that $A \oplus S^\perp = L_2$. Then any algorithm which can trap a stationary point $a_*$ of $f$ in (45) also obtains the true input $y = Aa_*$.

We now interpret (24) as a quasi-Newton method aimed to minimize the cost function $f$ of (45).

For descent methods in general, and quasi-Newton specifically, we iterate

$$a_{n+1} = a_n + \alpha_n p_n,$$

with $\alpha_n$ and $p_n$ being the step size and search direction, respectively. To minimize $f$, the search direction is set to be a descent direction:

$$\langle p_n, \nabla f(a_n) \rangle_{L_2} < 0,$$

where, $p_n = -B_n \nabla f(a_n)$ for some positive definite matrix $B_n$. The step size $\alpha_n$ is chosen to satisfy the Wolfe conditions [18] (also known as the Armijo and curvature conditions) by using the following simple backtracking procedure:

Set $\alpha_n = 1$

Repeat until $f(a_{n+1}) \leq f(a_n) + \frac{1}{4} \alpha_n \langle p_n, \nabla f(a_n) \rangle_{L_2}$,

by setting $\alpha_n = \frac{1}{2} \alpha_n$.

It is easy to see that the sequence version of our algorithm (24) is in the form (48) with $\alpha_n = 1$ and $p_n = -(S^* M_n A)^\dagger e(a_n)$. This search direction is gradient related:

$$\langle \nabla f(a_n), p_n \rangle_{L_2} = -\langle e(a_n), S^* M_n A (S^* M_n A)^\dagger e(a_n) \rangle_{L_2}$$

$$= -\| P_{\mathcal{R}(S^* M_n A)} e(a_n) \|_{L_2}^2$$

$$= -\| e(a_n) \|_{L_2}^2.$$

The last equality follows from the fact that when $M_n'(A) \oplus S^\perp = L_2$ is satisfied then [14] $\mathcal{R}(S^* M_n A) = \mathcal{R}(S^*)$, and by (46), $e(a_n) \in \mathcal{R}(S^*)$.

Using this Newton point of view, we now suggest a slightly modified version of our algorithm, which converges to coefficients $a_*$ of the true input $y = Aa_*$.

**Theorem 7:** The algorithm of Table I will converge to coefficients $a_*$ of the true input, if

1) $A \oplus S^\perp = L_2$ and the derivative $m'(t)$ satisfies the bound $\| 1 - m' \|_{L_\infty} < \frac{1 - \sin(A,S)}{1 + \sin(A,S)}$.

2) $m'(t)$ is Lipschitz continuous.

Before stating the proof, note that condition 1 implies $M_n'(A) \oplus S^\perp = L_2$ for all $y_n$. The only difference with the basic version (24) of the algorithm, is by introducing a step size $\alpha_n$ and stating requirement 2. The latter technical condition is needed to assure convergence of descent based methods.

$^3$With quasi-Newton methods $p_n = -B_n \nabla f(a_n)$, where $B_n$ approximates the inverse of the Hessian and this approximation is computationally efficient. Though in our setup it is possible to show that indeed $p_n$ is related to the gradient $\nabla f(a_n)$ with a matrix approximating the Hessian inverse, we will not claim for computational efficiency here. Nonetheless, we will use the term quasi-Newton method when describing our method.
TABLE I
THE PROPOSED ALGORITHM

- Initialize $a_0 = 0$.
- Iterate
  
  \[ a_{n+1} = a_n - \alpha_n \left( S^* M'_n A \right) \left( S^* M(Aa_n) - c \right) \]

  with a step size $\alpha_n$ chosen by the backtracking procedure (50).
- Denoting the convergent sequence by $a_\ast$, reconstruct the signal as $y = Aa_\ast$.

Proof: By Corollary 1 we only need to show that the algorithm converges to a stationary point of $f$. We start by following known techniques for analyzing Newton-based iterations. The standard analysis is to show that Zoutendijk condition [18] is satisfied:

\[
\sum_{n=0}^{\infty} \cos^2 \theta_n \left\| \nabla f(a_n) \right\|_{l_2}^2 < \infty, \tag{52}
\]

where

\[
\cos \theta_n = - \frac{\langle \nabla f(a_n), p_n \rangle_{l_2}}{\left\| \nabla f(a_n) \right\|_{l_2} \left\| p_n \right\|_{l_2}}, \tag{53}
\]

is the cosine of the angle between the gradient $\nabla f(a_n)$ and the search direction $p_n$. If \( \cos \theta_n \geq \epsilon > 0 \), that is, the search direction never becomes perpendicular to the gradient, then Zoutendijk condition implies that $\nabla f(a_n) \to 0$, so that a stationary point is reached.

To assure (52) we rely on the following lemma.

Lemma 3: [18, Theorem 3.2] Consider iterations of the form (48), where $p_n$ is a descent direction and $\alpha_n$ satisfies the Wolfe conditions. If $f$ is bounded below, continuously differentiable and $\nabla f$ is Lipschitz continuous then (52) holds.

In our problem, $p_n$ is a descent direction and the backtracking procedure guarantees that the step size $\alpha_n$ satisfies the Wolfe conditions [18], [19]. Also, $f(a) = \frac{1}{2} \left\| e(a) \right\|_{l_2}^2 \geq 0$ and the partial derivatives of $f$ with respect to $a$ exist and are given by $\nabla f(a) = (S^* M'_n A)^* e(a)$. Thus, all that is left is to prove Lipschitz continuity of $\nabla f$ (which will also imply that $\nabla f$ is a continuous mapping, and thus, $f$ is continuously differentiable). This is proven in Appendix IV.

We now prove (54). Using (51),

\[
\cos \theta_n = \frac{\left\| e_n \right\|_{l_2}^2}{\left\| Q^*_n e_n \right\|_{l_2} \left\| Q^*_n e_n \right\|_{l_2}} \geq \frac{1}{\left\| Q_n \right\| \left\| Q^*_n \right\|}, \tag{55}
\]
where we used the notations $Q_n = S^* M_n^t A$, $e_n = e(a_n)$. Since $\|Q_n\| \leq U_S U_g U_A$, it is sufficient to show that $\|Q_n\|$ is upper bounded. Now [29], $\|Q_n\| = (\gamma(Q_n))^{-1}$, where

$$\gamma(Q_n) = \inf_{b \in N^\perp(Q_n), \|b\|_2 = 1} \|Q_n b\|_2 \cdot$$  \hspace{1cm} (56)

Since $M_n^t(A) \oplus S^\perp = L_2$ for all $y_n$, there exists an $\bar{\epsilon} > 0$ such that $\cos(M_n^t(A), S) \geq \bar{\epsilon}$ for all $n$. Then,

$$\|Q_n b\|_2 = \|S^* P_S M_n^t Ab\|_2 \geq L_S \cos(M_n^t(A), S) \|M_n^t Ab\|_2 \geq L_S \bar{\epsilon} L_g L_A \|b\|_2 \cdot$$

so that $\gamma(Q_n) \geq L_S \bar{\epsilon} L_g L_A$ and (54) is satisfied.

Having proved that the suggested quasi-Newton algorithm converges to a stationary point of $f$, by Theorem 6, we also perfectly reconstruct the coefficients of the input $y$.

\textbf{IX. PRACTICAL CONSIDERATIONS}

We have presented a Newton based method for perfect reconstruction of the input signal. Though the suggested algorithm has an interesting interpretation in terms of iterative oblique projections and approximated POCS method, it is definitely not the only choice of an algorithm one can use. In fact, any optimization method, which is known to trap a stationary point of the consistency merit function (45), will, by Theorem 6, also trap its (unique) global minimum of zero. Thus, we presented here conditions on the sampling space $S$, the restoration space $A$ and the nonlinear distortion $M$, for which minimization of the merit function (45) leads to perfect reconstruction of the input signal.

We will now explain how some of the conditions on the spaces involved and the nonlinear distortion can be relaxed.

For some applications, the bounds (43), (44) might not be satisfied everywhere but only for a region of input amplitudes. For example, the mapping $M(y)(t) = y^3(t)$ is Lipschitz continuous only on a finite interval of input amplitudes, but it is not Lipschitz continuous, if $y(t)$ is allowed to have arbitrarily large values. Also, the derivative $m'$ is zero for an input amplitude of zero. Thus, conditions (43), (44) are violated unless we restrict our attention to input functions $y \in A$ which are a-priori known to have amplitudes within some predefined, sufficiently small interval. Restricting our attention to amplitude bounded signals can be obtained by minimizing (45) with constraints of the form $\alpha_1 \leq y(t) \leq \alpha_2$. There are many methods of performing numerical optimization with constraints. For example, one common approach is to use Newton iterations while projecting the solution at each step onto the feasible set (e.g. [30]). Another example is the use of barrier methods [18].

Note, however, that the functional (45) is optimized with respect to the representation coefficients $a$ and not the continuous-time signal $y$ itself. Thus, it is imperative to link amplitude bounds of the function $y$ to its representation coefficients $a$, in cases where amplitude constraints should be incorporated. It is possible to do that if we also assume that the reconstruction space $A$ is a reproducing kernel Hilbert space (RKHS) [31], [32]. The importance of reproducing kernel Hilbert spaces is that in such spaces amplitude bounds are related to norm bounds of a signal, and thus, they can also be controlled by the norm of its representation coefficients.
We mention that RKHS are quite common in practice. For example, any shift invariant frame of $L^2$ corresponds to a RKHS [33]. Specifically, the subspace of bandlimited functions is a RKHS. If $\mathcal{A}$ is a RKHS, then for any $y \in \mathcal{A} \subseteq L^2$, $|y(t_0)| = |\langle k_{t_0}, y \rangle| \leq \|k_{t_0}\|_{L^2} \|y\|_{L^2}$, where $k$ is the kernel function of that space [31], [32]. Thus, we can bound the amplitude of $y$ by controlling its energy.

An additional observation concerns the special case of $\mathcal{S} = \mathcal{A}$. In such a setup, at the $n$'th approximation point, the consistency cost function (45) has the gradient $\nabla f(a_n) = (A^* M'_{n} A)^* e(a_n)$. Since the operator $(A^* M'_{n} A)$ is positive, we can use $-e(a_n)$ as a descent direction, eliminating the need to compute oblique projections at each step of the algorithm.

We have also assumed that the nonlinearity is defined by a strictly ascending functional $m(t)$. If $m$ is strictly descending then we can always invert the sign of our samples, i.e., process the sequence $-c$ instead of $c$, to mimic the case where we sample $-x(t) = -m(y(t))$, instead of $x$. Once convergence of the algorithm is obtained, the sign of the resulting representation coefficients should be altered. Thus, our algorithm and the theory behind it, also apply to strictly descending nonlinearities.

Finally, we point out that the developed theory imposed the nonlinearity $m$ to have a slope $m'$ which is no larger than the upper bound $U_g$. Specifically, the slope must be no larger than two. This is, however, merely a sufficient condition. In practice, we have also simulated nonlinearities with a larger slope, and the algorithm still converged (see the examples within Section X).

### A. Extension to Wiener, Hamerstein and Wiener-Hamerstein Systems

We have assumed that the nonlinear distortion caused by the sensor is memoryless. Such a model is a special case of Wiener, Hamerstein and Wiener-Hamerstein systems [21]. A Wiener system is a composition of a linear mapping followed by a memoryless nonlinear distortion, while in a Hammerstein model these blocks are connected in a reverse order. Wiener-Hamerstein systems combine the above two models, by trapping the static nonlinearity, with dynamic and linear models from each side. Note, however, that we can absorb the first linear mapping into the structural constraints $y \in \mathcal{A}$, and use the last linear operator to define a modified set of generalized sampling functions. Thus, it is possible to extend our derivations to Wiener-Hammerstein acquisition devices as well. This concept is illustrated in Fig. 6.

### X. Simulations

In this section we simulate different setups of reconstructing a signal in a subspace, from samples obtained by a nonlinear and non-ideal acquisition process. Bandlimited, and non-bandlimited scenarios are to follow.

#### A. Bandlimited Example

We start by simulating an optical sampling system described in [34]. There, the authors implement an acquisition device receiving a high frequency, narrow band electrical signal. The signal is then converted to its baseband using
an optical modulator. In [34] a small gain electrical signal is used, such that the transfer function of the optical modulator is approximately linear.

Here, however, we are interested in the nonlinear distortion effects. Thus, we simulate an example of a high gain input signal, such that the optical modulator exhibits memoryless nonlinear distortion effects when transforming the electrical input $y$ to an optical output. The sampling system is shown in Fig. 7.

We note that the ability to introduce high gain signals is very important in practice as it allows to increase the dynamic range of a system, improving the signal to interference ratio. We now show that by applying the algorithm of Theorem 7, we are able to eliminate the nonlinear effects caused by the optical modulator.

The input-output distortion curve of the optical modulator is known in advance, and can be described by a sine wave [35]. Here, we simulate a nonlinear distortion which is given by $m(t) = \sin(5t)$. For input signals $y$ which satisfy $\|y\|_{L^\infty} < \pi/10$ the optical modulator introduces a strictly ascending distortion curve. Notice, however, that to test a practical scenario, we apply our method to a nonlinear distortion having a maximal slope of five, which is larger than the bound (44). In this simulation the input signal $y$ composed of two high frequency, narrow band components; a contribution at a carrier frequency of $f_0 = 550\text{MHz}$ and at $f_1 = 600\text{MHz}$. The bandwidth of each component is set to $8\text{MHz}$. Hence, the input $y$ lies in a subspace $A$ spanned by $\{\text{sinc}(t/T - n) \cos(2\pi f_0 t)\}_n$ and $\{\text{sinc}(t/T - n) \cos(2\pi f_1 t)\}_n$, where $T^{-1} = 16\text{MHz}$. The support of the input signal (within the Fourier domain) is depicted in Fig. 8(a).

As the input signal is acquired by the nonlinear optical sensor, the input-output sine distortion curve introduces odd order harmonics at the output. Already the third order harmonics contribute energy in the region of $1.5-2\text{GHz}$. The resulting signal is sampled by an (approximately linear) optical detector (photodiode) and an electrical ADC.
Fig. 8. (a) The input signal \( y \) is composed of two high frequency components, modulated at 550 and 600 MHz. (b) The input signal \( y \), the distorted output \( x = M(y) \) and the frequency response of the anti-aliasing filter serving as the generalized sampling function.

We approximate both these stages by an anti-aliasing low-pass filter followed by an ideal sampler, similar to the description of Fig. 2. The anti-aliasing filter is chosen to have a transition band in the range 620MHz-1GHz, and the sampling rate is 2GHz. Thus, in compliance with Fig. 2, the sampling functions \( s(t - nT_2) \) are shifted and mirrored versions of the impulse response of this anti-aliasing filter, with \( T_2^{-1} = 2 \)GHz. The original input, the resulting output \( x = M(y) \) and the frequency response of the anti-aliasing filter are shown in Fig. 8(b). Notice the harmonics in \( x \), introduced by the optical modulator. Also note that the sampling rate of 2GHz, is below the Nyquist rate of \( x \).

Since we have prior knowledge of \( y \) being an element of \( \mathcal{A} \) (here, a subspace composed of two narrow band regions around 550 and 600 MHz) we are able to apply the algorithm of Theorem 7. In Fig. 9(a) we show the true input \( y(t) \) and its approximation \( y_1(t) \) obtained by a single iteration of the algorithm. In Fig. 9(b) we show the result after the third iteration. The consistency error in the samples appears in the title of each figure. At the seventh iteration the algorithm has converged (to the true input signal), within the numerical precision of the machine.

Notice that if we compare our method to an approach which disregards the nonlinearity (i.e., by assuming that \( M = I \)), then the solution will be to perform an oblique projection onto the reconstruction space: \( \hat{y} = P_{A,S}x_s \). Since we initialize our algorithm with \( y_0 = 0 \), it is simple to show that \( y_1 = \hat{y} = P_{A,S}x_s \), as shown in Fig. 9(a). Evidently, accounting for the nonlinearity improves this result.

Another possibility is to assume that the samples are ideal, i.e., to assume that \( c \) are point-wise evaluations of the function \( x \), and apply \( M^{-1}(c) \) prior to interpolation. Unfortunately, since in practice the samples are non-ideal, many of them receive values outside the range \([-1, 1]\). In that case, the operation \( M^{-1}(c) \) cannot even be
performed, since the domain of the \( \arcsin \) function is restricted to the \([-1, 1]\) interval. One can then use an add-hoc approach by normalizing the samples which have excessive values to \( c[n]/|c[n]| \). As evident from the time and frequency domain plots of Fig. 10, this approach results in poor approximation of the input signal, giving in this example a spurious-free dynamic rage of only 16 dB.

Our proposed method, in contrast, perfectly reconstructs the input signal, theoretically giving an infinite spurious-free dynamic rage.

B. Non Bandlimited Example

As another example, which departs from the bandlimited setup, assume that the input signal \( y \) lies in a shift invariant subspace, spanned by integer shifts of the generator \( a(t) = e^{-t}u(t) \), where \( u(t) \) is the unit step function. For example, \( a(t) \) can be the impulse response of an RC circuit, with the delay constant RC set to one. We take the nonlinear distortion to be the inverse tangent function, i.e., \( x(t) = \tan^{-1}(y(t)) \), and the sampling scheme is given by local averages of the form \( c[n] = \int_{n-1}^{n} x(t) \, dt \). Accordingly, the sampling space is also shift invariant, with the generator \( s(t) = u(t) - u(t-1) \). In Fig. 11(a) we show the original input signal \( y(t) \) and two naive forms for approximating it from the nonlinear and non-ideal samples. First, one can neglect the nonlinear effects of the acquisition device, assuming that \( M \) is the identity mapping. As with the previous example, for such simplifying assumption the approximation takes the form of an oblique projection onto the reconstruction space along \( S^\perp \), which also results the first iteration of our algorithm. As another option, one can assume an ideal sampling scheme. In that case, \( M^{-1}(c) \) are assumed to be the ideal samples of \( y \), from which the signal is reconstructed. As can be seen from the figure, this also leads to inexact restoration of the input. On the other hand, our algorithm takes...
Fig. 10. True input signal $y$, and its approximation, obtained by (falsely) assuming ideal samples, restricted to the $[-1,1]$ interval. (a) Time domain plot. (b) Frequency domain plot.

into account the nonlinear distortion and the non-ideality of the sampling scheme, yielding perfect reconstruction of the signal (Fig. 11(b)).

Though out of the scope of the developed theory, it is interesting to investigate the influence of quantization noise. For this purpose, we repeat the last simulation, when quantizing the samples with a quantization step of 0.1. Naturally, in such a setup there is no reason to expect perfect reconstruction of the input signal. Instead, we will be satisfied if an approximation $\hat{y} \in \mathcal{A}$ is found, which can explain the nonlinear, non-ideal and quantized sample sequence. For that purpose, our algorithm was slightly rectified by quantizing at each iteration the samples error vector $S^* M(Aa_n) - c$ according to the quantization step. The results of this simulation are presented in Fig. 12. As can be seen from the figure, the resulting approximation is not identical to the input function $y$, yet, they both produce the same quantized sample sequence. We emphasize, however, that the developed theory does not take noisy samples into account, and we do not claim that this modified algorithm will produce consistent approximations under all circumstances.

XI. CONCLUSIONS

In this paper we addressed the problem of reconstructing a signal in a subspace from its generalized samples, which are obtained after the signal is distorted by a memoryless nonlinear mapping. Assuming that the nonlinearity is known, we derived sufficient conditions on the nonlinear distortion curve and the spaces involved, which assure perfect reconstruction of the input signal from these nonlinear and non-ideal samples. The developed theory shows that for such setups, the problem of perfect reconstruction can be resolved by retrieving stationary points of a consistency cost function. We then developed an algorithm for this problem, which was also demonstrated by
Fig. 11. (a) The original input $y(t)$ (solid), and two forms of approximation: Ignoring the nonlinearity (dotted) and ignoring the non-ideality of the sampling scheme (dashed). (b) The true input signal $y$, and its approximation $y_6$ obtained at the sixth iteration.

Fig. 12. The nonlinear, generalized and quantized sampling case. (a) The true signal $y$, and its approximation $y_6$ obtained at the sixth iteration (dashed). (b) The true quantized samples, and the quantized sample sequence of the approximation $y_6$.

simulations. Finally, we explained how to extend these derivations to nonlinear and non-ideal acquisition devices which can be modelled by a Wiener-Hammerstein system. Future extensions of this research may consider the important problem of estimating the nonlinearity of the system from the known samples, and approximating the signal from noisy samples.
APPENDIX I

PROOF OF THEOREM 1

Under the conditions of the theorem, \( x = M(y) \) admits a Fourier series expansion, and can be written as
\[
x = \sum_m \beta[m] e^{j\omega_m t}
\]
for some Fourier coefficients \( \beta \). By (6) we then have
\[
c[n] = \int \sum_m \beta[m] e^{j\omega_m t} s(t) e^{-j\omega_m t} dt = \sum_m \beta[m] S^F(\omega_0(n-m)).
\]
Thus, the Fourier coefficients \( \beta \) of \( x \) are related to the generalized samples \( c \) through discrete-time convolution
\[
c = \beta \ast h \text{ with } h[n] = S^F(\omega_0 n).
\]

To stably reconstruct \( \beta \) from the sample sequence \( c \) we need the discrete-time Fourier transform (DTFT) of the sequence \( h \) to be invertible and bounded. Since the continuous-time Fourier transform of \( S^F(\omega) \) at \( \mu \) is
\[
\int_{-\infty}^{\infty} S(\omega) e^{-j\omega \mu} d\omega = 2\pi s(-\mu),
\]
then \( h \), being the uniform samples of \( S^F(\omega) \) with interval \( \omega_0 = 2\pi/T_0 \), has the DTFT
\[
\frac{1}{\omega_0} \sum_k 2\pi s(- (\mu + 2\pi k)/\omega_0) ; \ \forall \mu \in [0, 2\pi].
\]
Replacing \( t = -\mu/\omega_0 \), we obtain that (57) is bounded from below and above if and only if (12) holds.

The coefficients \( \beta \) can now be determined, by convolving \( c \) with \( h^{-1} \). Finally, the restoration of \( y \) takes the form (13).

APPENDIX II

PROOF OF THEOREM 4

Before stating the proof, we need the following lemma, which shows that the direct sum condition is invariant under linear continuous and invertible mappings. Throughout this section, we use the more general notation of inner products and norms within some Hilbert space \( \mathcal{H} \) (not necessarily \( \mathcal{H} = L_2 \)).

Lemma 4: Let \( T \) be a linear, continuous and continuously invertible mapping. Then \( A \oplus S^\perp = \mathcal{H} \) if and only if \( T(A) \oplus T(S^\perp) = \mathcal{H} \).

Proof: Assume \( A \oplus S^\perp = \mathcal{H} \). If there is some \( 0 \neq f \in T(A) \cap T(S^\perp) \), then \( 0 \neq T^{-1} f \in A \cap S^\perp \) contradicting the assumption \( A \cap S^\perp = \{0\} \). To show \( T(A) + T(S^\perp) = \mathcal{H} \), take some \( f \in \mathcal{H} \). Then there is a decomposition \( T^{-1} f = f_a + f_v \) for some \( f_a \in A, f_v \in S^\perp \). Thus, \( T f_a \in T(A) \) and \( T f_v \in T(S^\perp) \) constitute a decomposition of \( f \). The proof in the other direction is similar. \( \square \)

By Lemma 4, \( S^\perp \oplus M'_n(A) = \mathcal{H} \) if and only if \( (M'_n)^{-1} (S^\perp) \oplus A = \mathcal{H} \). Furthermore, \( (M'_n)^{-1} (S^\perp) \oplus A = \mathcal{H} \) implies [12], [16]
\[
\sin \left( A, \left( M'_n^{-1} (S^\perp) \right)^\perp \right) = \sup_{f \in A, ||f|| = 1} \left\| P_{(M'_n)^{-1} (S^\perp)} f \right\| < 1.
\]
Noting that \( (M'_n)^{-1} (S^\perp) = N(S^* M'_n) \) we conclude that the mapping \( P_{N(S^* M'_n)} P_A \) is truncating. Thus, for any initialization \( h'_0 \),
\[
(P_{N(S^* M'_n)} P_A)^\infty h'_0 = 0,
\]
and
\[ \sum_{i=0}^{\infty} (P_{N(S^*M_n^{\perp})}P_A)^i = (I - P_{N(S^*M_n^{\perp})}P_A)^{-1}. \]  

(59)

Combining (58) and (59) with (31) gives
\[ y_{n+1} = (I - P_{N(S^*M_n^{\perp})}P_A)^{-1} (S^* M_n^{\perp})^\dagger r_n. \]  

(60)

It is still left to show that the right hand side of (60) reduces to the right hand side of (23). To simplify the notations, we will denote \( T = (M_n')^{-1}. \) Since \( (S^* M_n^{\perp})^\dagger = P_{N^\perp(S^*M_n^{\perp})}(S^* M_n^{\perp})^\dagger \) and \( P_{N^\perp(S^*M_n^{\perp})} = P_{(T(S^+))^\perp} \) we rewrite (60) as
\[ y_{n+1} = (I - P_{T(S^+)}P_A)^{-1} P_{T(S^+)^\perp} (S^* M_n^{\perp})^\dagger r_n. \]  

(61)

Lemma 5: The transformation \( F = I - P_{T(S^+)}P_A \) satisfies \( F^{-1} P_{T(S^+)^\perp} = P_{A,T(S^+)}. \)

Proof: It is simple to see that for any \( x \in A, Fx = P_{T(S^+)^\perp}x. \) Furthermore, due to the direct sum condition this mapping is onto, that is \( F(A) = (T(S^+))^{\perp}. \) Also note that we can replace \( P_{T(S^+)^\perp} = P_{T(S^+)^\perp,T(S^+)} = P_{F(A),T(S^+)}. \) Therefore,
\[
F^{-1} P_{T(S^+)^\perp} = F^{-1} P_{F,A,T(S^+)} = F^{-1} FA (S^* T^{-1} FA)^\dagger S^* T^{-1} = A (S^* T^{-1} P_{T(S^+)^\perp} A)^\dagger S^* T^{-1} = A (S^* T^{-1} A)^\dagger S^* T^{-1} = P_{A,T(S^+)},
\]

where we used \( N^\perp (S^* T^{-1}) = (T(S^+))^{\perp} \) in the transition to the last line.

Combining Lemma 5 with (61) and (27) yields that the POCS iterations reduce to
\[ y_{n+1} = P_{A,N(S^*M_n^{\perp})} (S^* M_n^{\perp})^\dagger (S^* M_n^{\perp} y_n + c - S^* M(y_n)). \]  

(62)

Now,
\[
P_{A,N(S^*M_n^{\perp})} (S^* M_n^{\perp})^\dagger S^* = A (S^* M_n^{\perp} A)^\dagger S^* M_n^{\perp} (S^* M_n^{\perp})^\dagger S^* = A (S^* M_n^{\perp} A)^\dagger P_{R(S^*M_n^{\perp})} S^* = A (S^* M_n^{\perp} A)^\dagger S^* = (M_n')^{-1} P_{M_n^{\perp}(A),S^+},
\]

where we used \( R(S^* M_n^{\perp}) = R(S^*) \) for bijective \( M_n' \) in the transition to the last line. Thus, we can rewrite (62) as
\[
y_{n+1} = (M_n')^{-1} P_{M_n^{\perp}(A),S^+} (M_n y_n + x_s - M(y_n)) = y_n - (M_n')^{-1} P_{M_n^{\perp}(A),S^+} (M(y_n) - x_s)
\]

where we used \( y_n \in A \) in the last equality.

APPENDIX III

PROOF OF THEOREM 5

Our proof will follow the geometric insight described by Fig. 5. For that matter we first define
\[
\theta_1 = \arccos(\cos(A,S)), \theta_2 = \arccos(\cos(A, M_n'(A)))
\]

(63)
to be the maximal angles between the spaces, restricted to the interval \([0, \pi/2]\). We now show that \(\cos(M'_n(A), S)\) and \(\cos(S, M'_n(A))\) are both lower bounded by \(\cos(\theta_1 + \theta_2)\). Then, we will derive a condition on the nonlinear distortion, ensuring that \(\cos(\theta_1 + \theta_2) > 0\).

Since, \(\|P_S\tilde{a}\|_{L_2} = \|P_S P_A \tilde{a} + P_S P_{A^\perp} \tilde{a}\|_{L_2}\) we can lower bound

\[
\|P_S \tilde{a}\|_{L_2} \geq \|P_S P_A \tilde{a}\|_{L_2} - \|P_S P_{A^\perp} \tilde{a}\|_{L_2} \geq \cos(A, S) \|P_A \tilde{a}\|_{L_2} - \sin(A^\perp, S^\perp) \|P_{A^\perp} \tilde{a}\|_{L_2}.
\]

We then have

\[
\cos(M'_n(A), S) = \inf_{\tilde{a} \in M'_n(A), \|\tilde{a}\|_{L_2} = 1} \|P_S \tilde{a}\|_{L_2} \geq \\
\cos(A, S) \inf_{\tilde{a} \in M'_n(A), \|\tilde{a}\|_{L_2} = 1} \|P_A \tilde{a}\|_{L_2} - \sin(A^\perp, S^\perp) \sup_{\tilde{a} \in M'_n(A), \|\tilde{a}\|_{L_2} = 1} \|P_{A^\perp} \tilde{a}\|_{L_2} = \\
\cos(A, S) \cos(M'_n(A), A) - \sin(S, A) \sin(M'_n(A), A)
\]

where we used \(\sin(A^\perp, S^\perp) = \sin(S, A)\) in the last equality. The condition \(A \oplus S^\perp = L_2\) also implies \([16]\) \(\sin(S, A) = \sin(A, S)\). Similarly, \(M'_n(A) \oplus A^\perp = L_2\) implies \(\sin(M'_n(A), A) = \sin(A, M'_n(A))\) and \(\cos(M'_n(A), A) = \cos(A, M'_n(A))\). Thus, we end up with

\[
\cos(M'_n(A), S) \geq \cos(A, S) \cos(A, M'_n(A)) - \sin(A, S) \sin(A, M'_n(A)).
\] (64)

Interpreting (64) in terms of the angles (63) we can rewrite (64) as

\[
\cos(M'_n(A), S) \geq \cos(\theta_1 + \theta_2).
\] (65)

Thus, as long as \(\cos(\theta_1 + \theta_2) > 0\) i.e., \(\theta_1 + \theta_2 < \pi/2\) we also have \(\cos(M'_n(A), S) > 0\).

In a similar manner we can show that

\[
\cos(S, M'_n(A)) \geq \cos(A, S) \cos(M'_n(A), A) - \sin(A^\perp, S^\perp) \sin(M'_n(A), A) = \\
\cos(A, S) \cos(M'_n(A), A) - \sin(A, S) \sin(A, M'_n(A)),
\] (66)

where we used \(A \oplus S^\perp = L_2\), \(M'_n(A) \oplus A^\perp = L_2\) in the last equality. Since the lower bounds in (64) and (66) are the same, \(\cos(\theta_1 + \theta_2) > 0\) implies \(M'_n(A) \oplus S^\perp = L_2\), as required.

Finally, we interpret the condition \(\cos(\theta_1 + \theta_2) > 0\) in terms of amplitude bounds for \(m'_n(t)\). Starting from the requirement

\[
\cos(A, S) \cos(A, M'_n(A)) - \sin(A, S) \sin(A, M'_n(A)) > 0,
\] (68)

it is a matter of straightforward calculations to show that (68) is equivalent to \(\cos(A, M'_n(A)) > \sin(A, S)\). Using the lower bound in (40), it is thus sufficient to show that

\[
\frac{1 - \|1 - m'_n\|_{L_\infty}}{1 + \|1 - m'_n\|_{L_\infty}} > \sin(A, S).
\] (69)

Finally, note that (69) is equivalent to (42).
APPENDIX IV

PROOF OF GRADIENT LIPSCHITZ CONTINUITY

Using $\nabla f(a) = (S^* M'_n A)^* e(a)$ and denoting $Q_n = S^* M'_n A$, $e_n = e(a_n)$,

$$\|\nabla f(a_m) - \nabla f(a_n)\|_2 = \|Q^*_m e_m - Q^*_n e_n\|_2 = \frac{1}{2} \| (Q^*_m - Q^*_n) (e_m + e_n) + (Q^*_m + Q^*_n) (e_m - e_n)\|_2$$

$$\leq \frac{1}{2} \|Q_m - Q_n\| \|e_m + e_n\|_2 + \frac{1}{2} \|Q_m + Q_n\| \|e_m - e_n\|_2$$  \hspace{1cm} (70)

Letting $U_{M'}$ to be the Lipschitz bound of $m'$ we have

$$\| M'_m - M'_n \| = \sup_{\| f \|_2 = 1} \| (M'_m - M'_n) f \|_2 = \sup_{\| f \|_2 = 1} \left( \int |(m'_m(t) - m'_n(t)) f(t)|^2 dt \right)^{\frac{1}{2}} \leq U_{M'} \| y_m - y_n \|_2$$

$$\sup_{\| f \|_2 = 1} \left( \int U^2_{M'} |(y_m(t) - y_n(t)) f(t)|^2 dt \right)^{\frac{1}{2}} = U_{M'} \| y_m - y_n \|_2$$

Hence, by (2) and (5)

$$\| Q_m - Q_n \| \leq \|S^* (M'_m - M'_n) A\| \leq U_S U_{M'} \| y_m - y_n \|_2 U_A$$  \hspace{1cm} (73)

Utilizing (73) and $\| Q_m + Q_n \| \leq \| Q_m \| + \| Q_n \| \leq 2 U_S U_g U_A$ we can further upper bound (70) by

$$\| \nabla f(a_m) - \nabla f(a_n)\|_2 \leq \frac{1}{2} U_S U_{M'} \| y_m - y_n \|_2 U_A \| e_m + e_n \|_2 + U_S U_g U_A \| e_m - e_n \|_2$$

Since the direction $p_n$ is gradient related, and due to the choice of the step size, the sequence $\{\| e_n \|_2 \}$ is non ascending. Thus, we can upper bound $\| e_m + e_n \|_2 \leq 2 \| e_0 \|_2 < \infty$. The latter also equals $2 \| c \|_2$, when we assume $m(0) = 0$.

Finally, using (46) and a derivation similar to (3) to show that $M$ is Lipschitz continuous with upper bound $U_g$, we obtain $\| e_m - e_n \|_2 \leq U_S U_g U_A \| a_m - a_n \|_2$. In total, this leads to Lipschitz continuity of $\nabla f$ as desired:

$$\| \nabla f(a_m) - \nabla f(a_n)\|_2 \leq U_S U_{M'} U^2_A \| a_m - a_n \|_2 \| c \|_2 + U_S^2 U_g^2 U^2_A \| a_m - a_n \|_2$$

$$U_S U_{M'} \| c \|_2 + U_S^2 U^2_g \| a_m - a_n \|_2$$
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