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Abstract—Low-density parity-check (LDPC) codes are known for superior performance over a wide range of codes for communication and memory systems. In many practical scenarios, adaptive ECC system is preferred that can adapt to various codes with varying channel conditions since the behavior of errors changes with time and space. This paper presents two architectural designs for efficient encoding of LDPC codes to support different code rates and lengths, which can be used for several applications. The proposed designs allow switching among different codes without any hardware modification. The first proposed design achieves extremely high throughput by removing the memory from the encoder, while still being able to adapt to a few predefined codes. The other architecture can adapt to any arbitrary code by using the memory for configuration, and yet, it achieves up to 12.9× throughput and 17.5× area improvement as compared to fully-reconfigurable encoders proposed in literature.
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I. INTRODUCTION

Low-density parity-check (LDPC) codes [1] are a class of linear block codes that provide near-capacity performance on a large set of data-transmission and data-storage channels. Having been ignored for more than three decades due to their high complexity of encoding and decoding, these codes were resurrected in the mid-90s [2], [3], and some of the LDPC codes were shown to approach the capacity of Binary Memoryless Symmetric (BMS) channels [4]. With successful attempts to design reduced complexity decoding LDPC algorithms and their efficient circuit implementations, LDPC codes have already found their place in many commercial standards for communication systems (IEEE 802.16e, CDMA, DVB-S2), and in memory systems (flash memory).

In these standards, several codes are defined with different code rates and block lengths. An ideal LDPC system (both encoder and decoder) should be adaptive, to various code lengths and rates, according to the channel conditions. Different architectures have been proposed for variable rate, high speed LDPC decoder designs [5], [6]. However, there is still a room for improvement in performance and area efficiency in these designs.

In this paper, we propose two variable-rate encoder architecture designs, targeted to specific applications and offering unique advantages. First, a partially-reconfigurable encoder architecture is presented, suitable for ECC in multi-level cell (MLC) NAND flash memory. This architecture offers high throughput due to the absence of a memory for reconfiguring the parity-check matrix (PCM). It is, however, limited to a few predefined codes. The second proposed architecture is fully-reconfigurable and provides lower throughput than the former design, with the advantage of adapting to any code within the predefined maximum code size. Both designs are targeted to perform over binary-communication channels.

The rest of the paper is organized as follows. In Section II, we present the motivation for variable-rate LDPC system design for ECC in memory and communication systems. In Section III, we describe the concept and the proposed architectures of encoding of a special type of LDPC code. Comparison with previously proposed encoder designs is presented in Section IV, and Section V concludes this paper.

II. MOTIVATION

A wireless communication system, where it is possible to decide the code rate before transmission according to the SNR of the channel, and a memory system, where the bit-error-rate increases with lifetime of the memory, are the two targeted applications of the proposed designs. A system with ability to adapt different codes gains higher error correcting performance in order to support different sensitivities of communication channels and to enhance the lifetime of memory systems. In this section, we discuss detailed motivation to consider reconfigurable ECC designs with case studies of MLC NAND flash memory and wireless communication channels.

A. Memory Systems

In a typical memory system, the rate of error depends on several factors, and varies with respect to time and space. For example, for NAND flash memory, as the memory usage increases, the memory cells start wearing out, and, the number of errors increases. Therefore, the necessity for stronger ECC increases in the latter life of the memory. Furthermore, in MLC NAND flash memory, different bits within each memory cell belong to different pages. As observed in [7], the upper pages are subject to higher bit error rates than the lower pages, due to the nature of intercell bit mapping. Hence, employing an equal code redundancy might result in either degradation in the error correction performance in the upper page or unnecessary read latency in the lower page.

B. Time-Varying Wireless Communication Channels

A wireless communication signal traveling in an environment full of scattered objects is reflected and deflected, which results in multipath transmission. This multi-path transmission adds unnecessary delay and phase to the signal. Furthermore, the changes in the environment due to movement of the
objects introduce time-varying fading on the communication channel. The rates of change of amplitude and phase of the transmitted signal deviate from the original signal depending on the velocity of objects, transmitter, and receiver. Hence, rate compatibility is an important design challenge in a system operating over time-varying channels [8], [9].

III. PROPOSED RECONFIGURABLE ENCODERS

Motivated by examples shown in the previous section, we propose two different low-complexity reconfigurable encoder architectures. First, we explain the concept of encoding of a special type of LDPC code called Irregular Repeat Accumulate (IRA). Then, an encoder architecture that supports a few pre-defined Parity-Check Matrices (PCMs) is presented, followed by a fully-programmable encoder architecture that supports any PCM within a particular maximum code-word size. Note that discarding some of the parity bits while transmission, a method known as puncturing [10], can be used to obtain rate-compatible systems. However, a puncture-based system requires a depuncturing mechanism, and transmission at a higher rate suffers from performance degradation [9]. Hence, in this paper, we invest efforts in designing a variable-rate system without puncturing, which does not require any additional hardware for depuncturing and maintains the performance even at higher rates. Furthermore, we choose IRA-LDPC codes due to the regular structure of its PCM and the simplicity of encoding, other types of LDPC codes such as Quasi-Cyclic (QC)-LDPC codes which have circulant form of PCM are left for future work.

A. Encoding of IRA-LDPC Codes

Irregular Repeat Accumulate (IRA) LDPC codes [11] are of interest because of their simple encoder structure and close-to-capacity performance. In this paper, we consider systematic IRA codes, where the codeword is of the type \((u_1, u_2, ..., u_k; p_1, p_2, ..., p_{n-k})\). Here, \(u_i\)'s represent \(k\) information bits, and \(p_i\)'s represent \((n-k)\) parity bits. The PCM of IRA codes has the form of

\[
H = [H_u \ H_p],
\]

where \(H_u\) is an \((n-k) \times (n-k)\) bi-diagonal/dual-diagonal matrix, which means that \(h_{i,j} = 1, \forall i = j, j+1\). Furthermore, \(H_u\) is an \((n-k) \times k\) matrix with column and row weights \((w_c, w_r)\), which do not grow with the size of PCM.

Most of the well-known LDPC encoder architectures [12]–[14] compute the parity bits by using the generator matrix \(G\), where the complexity of encoding is up to \(O(n^2)\) for the whole parity??. We solve the encoding problem using PCM, where the time complexity of encoders for the proposed architectures is as low as \(O(1)\) for the whole parity. In our architectures, the values of parity bits are determined by the constraint equations from the PCM. For example, the value of \(j\)th parity is determined by

\[
p_j = p_{j-1} \oplus \sum_{i=1}^{k} h_{i,j} \cdot u_i,
\]

where \(h_{i,j}\) is the \((i,j)\)th entry in \(H\), and \(p_0 = 0\). In order to encode the information bits with a fixed \(H\), a non-reconfigurable architecture similar to [15] could be used, which only contains a series of XOR gates, and the connections from the stream of information bits to the XOR gates is hard-wired. The time complexity of this architecture is \(O(1)\). However, it is not suitable for communication channels where rate-compatibility of ECC is required. Design of low-complexity, yet reconfigurable ECC systems is a non-trivial problem, and in further subsections, we propose the LDPC encoder architectures for such systems to execute (1) and (2).

B. Partially-Reconfigurable Encoder Architecture

To attack the rate-compatibility problem while maintaining performance equivalent to that of non-reconfigurable architectures, we propose to integrate \(q\)-hard-wired encoders for the set of \(q\) PCMs \(\{H_1, H_2, ..., H_q\}\), and select the output of one of them using a multiplexer, as shown in Fig. 1. The feedback from the decoder regarding error rates is used to encode the select lines of the MUX, using a logical block (for example, analog-to-digital converter), and thus, the appropriate code is selected according to the channel conditions among \(q\) distinct possibilities.

While this architecture seems relatively simple, it is well-suited for the MLC NAND flash and similar systems. Because the PCM is stored in an SRAM, the necessity to configure and access it during runtime is the major bottleneck in terms of performance and area efficiency in reconfigurable architectures. This architecture achieves extremely high performance by removing SRAM from the architecture (as opposed to [12], [14]). For example, while encoding data-stream in different pages for MLC NAND flash memory in continuum, encoding a portion of the stream using a matrix stored in SRAM within the encoder for the one page, and then, configuring the matrix and encoding the other portion of the stream for the other page is not an efficient solution. In such cases, the proposed architecture can be employed to encode different portions of the data-stream with different rates. Doing so yields significant performance improvement as compared to fully-reconfigurable encoders [12]–[14]. Furthermore, for memory systems where the number of errors increases with the age of the memory (for example with retention and endurance failure of cells), this design with \(q > 2\) can be used to dedicate different \(H_i\)'s for different ages of memory. The only limitation of this
The reconfiguration of the ECC code in this architecture can be carried out either by keeping \( k \) constant or by keeping \((n - k)\) constant. In the former case, the number of encoding cycles would vary, depending on the code rate, and in the latter case, the number of encoding cycles would be constant. The initial size of the SRAM is set according to the maximum possible size of \( H_u \) in the sparse form. Furthermore, the number of multiplexers and XOR gates are determined by the maximum row weight of the prospective \( H_u \). Thus, any matrix having fewer hardware requirements than the designed hardware can be used for encoding the information stream. This architecture is appropriate for applications where the PCM is not changed frequently (since it incurs the sparse encoding complexity), and the rates are required to be set arbitrarily.

**IV. Experimental Results and Discussion**

We compare the two proposed architectures with previously proposed LDPC encoder architectures [12]–[15]. We compare the degree of reconfiguration, the SRAM size required to store PCM, the number of encoding cycles, the total area (in terms of two-input NAND gates), and the throughput of the encoders. In order to calculate performance and area, all the circuit components in the proposed architecture, including SRAM and 512-to-1 MUX, have been synthesized. All the mentioned architectures are designed in Verilog HDL and synthesized at 28nm using Synopsys.

The size of the information vector is fixed at \( k = 512 \), and the code rate is varied in the interval \([0.5, 0.99]\) in fully-reconfigurable architectures. For quasi-cyclic (QC)-LDPC encoders [12], [13], the parameters \((M, N, b)_{\text{max}}\) are set to \((4, 8, 128)\), where \( b \) represents the order of the circulant permutation matrices in the generator matrix. In this comparison, for all the fully-reconfigurable architectures, the configuration of ECC code is carried out by keeping the value of \( k \) constant, and \((n - k)\) is varied with code rate \( r \). Furthermore, for IRA-LDPC codes, we choose \((5, w_r)\)-code; in other words, PCMs are generated using \( w_r = 5 \), since the error-correction performance at this \( w_r \) is extremely high with significantly low error floor [16]. For the proposed partially-reconfigurable architecture, \( q = 4 \) and the rates are set to \([0.88, 0.92, 0.96, 0.98]\), which is appropriate for a memory application. Table I shows a comparison of different encoders at \( r = 0.9 \).

As expected, the non-reconfigurable architecture [15] achieves the highest throughput due to hard-wired connections and lack of memory access. However, this architecture cannot support systems that require variable code rate. Among reconfigurable architectures, the partially-reconfigurable architecture achieves the highest throughput since the encoding path does not include any memory access.

Among the fully-reconfigurable architectures, i.e., [12], [14], and this work, it can be concluded that QC-LDPC codes achieve better area efficiency in terms of matrix storage because of their regular structure. However, these codes increase the number of encoding cycles since they shift, in every cycle, the contents of first rows in the circulant permutation matrices [12]. The proposed fully-reconfigurable encoder is 17.5 \( \times \) more area-efficient than [14] in terms of matrix storage efficiency. Furthermore, the proposed architecture achieves the highest throughput, with a 22.6% increase in area as compared to [12], mainly because of the SRAM area.

![Architecture of the fully-reconfigurable encoder with \((n - k)\) parity bits. The PCM is stored by sparse encoding, i.e., by storing the locations of 1’s from each row of \( H \) in the SRAM.](image)
TABLE I. COMPARISON OF DIFFERENT ARCHITECTURES FOR MAXIMUM PCM SIZE $512 \times 1024$, $k = 512$, and $r = 0.9$

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Reconfiguration</td>
<td>QC-LDPC</td>
<td>EG-LDPC</td>
<td>IRA-LDPC</td>
<td>QC-LDPC</td>
<td>IRA-LDPC</td>
<td>IRA-LDPC</td>
</tr>
<tr>
<td>SRAM Size</td>
<td>Not Possible</td>
<td>Not Possible</td>
<td>Partially</td>
<td>Fully</td>
<td>Fully</td>
<td>Fully</td>
</tr>
<tr>
<td>#Encoding Cycles</td>
<td>$4 \times (8 \times 128)^*$</td>
<td>–</td>
<td>–</td>
<td>$16 \times 128^*$</td>
<td>$512 \times 1024$</td>
<td>$512 \times 64$</td>
</tr>
<tr>
<td>Area (per NAND2)</td>
<td>75.6k</td>
<td>0.09k</td>
<td>2.5k</td>
<td>45.3k</td>
<td>1030.9k</td>
<td>58.5k</td>
</tr>
<tr>
<td>Throughput (Gbps)</td>
<td>0.457</td>
<td>836.8</td>
<td>606.25</td>
<td>2.78</td>
<td>0.277</td>
<td>3.57</td>
</tr>
</tbody>
</table>

*The selected parameters of QC-LDPC code are: $(M, N, b)_{max} = (4, 8, 128)$.

**This architecture requires four private ROMs of size $8 \times 128$.

For performance, we compare the throughput of the fully-reconfigurable architectures for different code rates in Fig. 3. The proposed architecture achieves on average $12.9 \times$ higher throughput than [14]. The throughput of the proposed encoder is the highest among all architectures for $r > 0.875$, and for $r < 0.875$, it is inferior to [12] because of the fixed number of encoding cycles that is equal to the number parity bits.

V. CONCLUSION

Some memory and communication systems require supporting multiple codes with different code rates and code lengths. In this paper, we propose two efficient encoding hardware designs for reconfigurable IRA-LDPC codes that can be used for such systems. One of the proposed architectures is suitable for applications where the transition among different codes is required quite frequently, and the number of possible codes is finite. This partially-reconfigurable architecture achieves significantly higher throughput than the fully reconfigurable encoder designs. The second proposed architecture exploits the sparse property of the PCM, and reduces the hardware requirement by storing the matrix in SRAM in its sparse form. This sparse form is then used to encode the input data stream, and it performs faster than previously proposed encoder architectures. This architecture is appropriate for applications where the code is changed less frequently, and adaptation to any arbitrary code is required.
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