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Abstract—Data center networks demand high bandwidth
switches. These networks also sustain common incast scenarios,
which require large switch buffers. Therefore, network and switch
designers encounter a buffer-bandwidth tradeoff as follows. Large
switch buffers allow absorbing larger incast workload. However,
higher switch bandwidth allows both faster buffer draining and
more link pausing, which reduces buffering demand for incast. As
the two features compete for silicon resources and device power
budget, modeling their relative impact on the network is critical.

In this work our aim is to evaluate this buffer-bandwidth
tradeoff. We analyze the worst case incast scenario in the lossless
network and find by how much the buffer size can be reduced,
while the link bandwidth increased to stand in the same network
performance. In addition, we analyze the multi-level incast cascade
and support our findings by simulations. Our analysis shows
that increasing bandwidth allows reducing the buffering demand
by at least the same ratio, while preserving the same network
performance. In particular, we show that the switch buffers can
be omitted if the links bandwidth is doubled.

I. INTRODUCTION

A. Background

As the popularity of cloud and high-performance computing
grows, the data center networks demand higher bandwidth
devices. In addition, large buffering in the switches is also
required in order to sustain the temporary network over-
subscription under high load. Conventional lossy networks
deal with insufficient buffer sizes by dropping packets, thus
bring TCP incast throughput collapse problem, which has been
analyzed deeply in the recent literature [1]–[6].

A latest trend in data center networking is to use the
Converged Enhanced Ethernet (CEE), whose key feature is the
losslessness of the network [7]. Lossless networks do not drop
packets, but use Priority Flow Control (PFC) [8] to pause the
incoming packets transmission before the buffers that receive
the packets fills up. Using PFC incurs a congestion spreading
problem, in which flows that do not traverse the congested link,
may still suffer from throughput degradation [9]. Since PFC is
implemented at the link layer, it does not distinguish between
layer 4 flows. Hence, all the flows traversing the paused link
are stopped1, and the incoming link effective bandwidth is
decreased for all the flows.

Infiniband [10] and Fiber Channel [11] are two another
popular lossless networking technologies in data centers. They
use credit-based flow control to implement the losslessness

1For the simplicity we assume in this work equal-priority flows.

property, by continuously announcing the sender about the
exact data amount that can be stored in the receiving buffer, and
essentially also suffer from the congestion spreading problem.

Network designers can choose between two methods to deal
with temporal network over-provisioning, and a little is known
about the tradeoff between these two methods. They can either
increase the buffer sizes or the links bandwidth. Since these two
methods compete for the device area and power budget there is
a tradeoff between them that can be expressed. Larger buffers
can absorb longer traffic bursts. A higher link bandwidth has
two consequences. First, it allows faster buffer draining, and,
therefore, requires smaller buffer size to stand the same offered
traffic at the same performance. Second, a larger link bandwidth
allows to pause the incoming link transmission more frequently
and still to achieve the same effective bandwidth under temporal
congestion events. Therefore, increasing the link bandwidths
reduces the required buffer sizes.

In this work our aim is to evaluate this buffer-bandwidth
tradeoff for lossless networks. A similar tradeoff was previously
analytically evaluated for lossy networks [12]. However, since
the basic behavior of lossless network is to delay packets,
instead of dropping them, it has a different effect on the appli-
cations performance, hence, requires another analysis. Lossless
networks were evaluated by simulations [13], and were shown
to perform better than lossy networks in typical data center
scenarios. We focus on the incast scenario, since it is the
most challenging for the data center networks and, yet, simple
to analyze. It consists of multiple concurrent flows that are
transmitted on a single link, making it congested. As far as we
know, our work is the first to analyze the incast scenario for
lossless networks. In the analysis we consider the congestion
spreading phenomena. The paper results can be useful for the
network and switch designers upon a decision how to allocate
their resources. Specifically, we prove that the switch buffers
can be omitted if the links bandwidth is doubled.

B. Contributions

In this paper we consider an incast scenario in a lossless
switch architecture and study the dependency of the required
buffer size in the links bandwidth. In other words, we answer
the question by how much the buffer size can be reduced while
increasing the link bandwidth to maintain at least the same
network performance. To that end we declare the large-buffers



low-bandwidth network as reference and model the relative
buffer requirements for the higher-bandwidth network.

We first formally describe constraints of the traffic that can
be injected to the reference network without causing any link
pausing. We show that these constraints are influenced by the
bandwidth of the links, switch buffer sizes, and by the number
of injected flows.

Next, we analyze the buffer-bandwidth tradeoff. Our model
predicts that by increasing the links bandwidth, the switch
buffer size can be decreased without degrading the network
performance. In particular, we show that if the link bandwidth
is doubled, then no buffer is required in the switches.

We generalize our analysis to the case of the multiple-incast
cascade network with several congestion stages, where each
stage includes switches that inject traffic to the next stage with
a smaller number of switches.

We also provide detailed experimental results to assess our
analysis. In particular, we examine variable number of injected
flows and various factors of link bandwidth acceleration.

C. Analysis Flow

As stated previously, in our buffer-bandwidth tradeoff anal-
ysis, we would like to answer the question by how much the
buffer size can be reduced while increasing the link bandwidth,
and vice versa, to stand with the same network performance.

Our evaluation flow consists of four main steps. First, we
assume a reference network with C-bandwidth links and B-
sized switch buffers. Second, we define the most challenging
periodic workload λ that the switch buffers can absorb without
pausing the incoming links. In the third step, we increase the
links bandwidth by α and reduce the buffer sizes by β.

Finally, we evaluate the relation between α and β that enable
to handle the previously defined workload λ. By ”handling the
workload” we mean that the network can transmit the workload
with at least the same rate, while preserving the same effective
link bandwidth. We define effective link bandwidth as the given
bandwidth multiplied by the percentage of time when the link is
not paused by the PFC. As a result, we receive an expression
of β as a function of α that answers the initially presented
question.

II. MODEL DESCRIPTION

We study a lossless switch network with N identical traffic
injectors, and link bandwidths that are initially equal to C, as
illustrated in Figure 1. Each switch input has a dedicated buffer
of size initially equal to B. The incoming packets are stored
in the buffer. The switch serves the buffers in the round-robin
manner limited by the outgoing link bandwidth.

The flow control keeps the buffer from overflowing. When
the buffer occupancy increases above a pre-defined threshold
TX-off, before the buffer fills up, the switch sends to the traffic
injector a pause packet. When receiving this packet, the flow
source stops injecting traffic. When the available buffer space
is reduced below a pre-defined threshold TX-on, an unpause
packet is sent by the switch to the traffic injector, allowing it
to continue sending new packets.

Fig. 1. Incast Workload Network Model: N sources inject traffic to a common
destination over C-bandwidth links through B-sized input buffers switch.

Fig. 2. Traffic pattern: T -periodic traffic with C-rate bursts of length T/N .

For simplicity, our network model presents a part of larger
data center network, by considering only the links with flows
that directly suffer from congestion. However, in the analysis
we consider the congestion spreading phenomena, since the
model links can serve also other flows of a larger network that
do not traverse the congested link. Those flows are potential
congestion spreading victim flows.

Also, for the simplicity of the analysis, we neglect the link
propagation times and the pause packet processing times. We
also assume bit-sized packets. Under this assumptions the TX-
off and TX-on thresholds are set to B and B − 1[bit], respec-
tively. Further, in the simulations we use non-zero propagation
times and standard packet sizes to show that our results apply
to real parameters also.

The workload λ traffic pattern parameters are defined as
follows. Each source injects traffic bursts by a periodic pattern
with a maximal temporary rate C, as illustrated in Figure 2.
Our aim is to define the traffic, such that the congested link
is fully utilized, and the network is stable. Moreover, later, the
burst length will be defined as function of links bandwidth,
buffer size and number of flows, such that it is equal to the



longest time from the period start before the buffer is filled up
in the reference system.

Let T be the period length of the traffic pattern. At the first
part of a period, all the flows inject traffic at rate C. At the
second part of the period the traffic sources are idle. We em-
phasize that the bursts of the flows are synchronized, meaning
that they inject traffic at the same time. This synchronization
results in the most challenging constraint on the buffer size
requirements. We set the burst length to be equal to T

N . Hence,
the total injected traffic of all sources in a period is equal to
N · T

N · C = T · C and can be transmitted on the output link
within the time period of T .

III. ANALYSIS OF THE BUFFER-BANDWIDTH TRADEOFF

A. Overview

As mentioned in Section I, due to the limited buffer size and
the flow control, a link can be temporarily in a paused mode.
During that mode the traffic injector stops sending packets to
the network. In addition, other flows sharing the paused link,
but not necessarily directed to the same destination, are also
paused. Those flows are called victim flows. This negative
phenomena is known as the congestion spreading.

There are two directions to avoid the congestion spreading.
First, we can increase the size of the buffers. Large enough
buffer do not get filled up and thus no pause packets are sent.
For a specific traffic pattern and a given bandwidth, in order
to completely avoid pause packets, the buffer size should be
at least the maximal occupancy of the buffer over a period.
According to the model, within each time period all the injected
data can be sent over the output link. Hence, the maximal size
is well defined and is finite.

The second approach to avoid the congestion spreading is
to increase the bandwidth of the switch output link. Higher
output link bandwidth allows faster buffer draining. This can
slow down the filling rate of the buffer and can sometimes
guarantee that it does not become full as long as the same
traffic is still injected by the corresponding flow.

For a given traffic pattern, smaller buffers become full faster.
Accordingly, they require larger bandwidth of the switch output
link to avoid the congestion spreading. This is the buffer size
vs. link bandwidth tradeoff. We would like to study this tradeoff
and describe some of its properties.

B. Reference Settings

As a first step, we would like to set the value of the period
length T as a function of buffer size B, link bandwidth C and
number of flows N , to the maximum for which link pausing
is avoided. Since the period length T defines also the burst
length T

N , we actually set the burst to be exactly long to fill
the reference B-sized buffer, but not to overflow it. Its value is
set in the following proposition.

Proposition 1. The largest time period length T for which link
pausing is avoided satisfies

T =
B ·N2

C · (N − 1)
.

Fig. 3. The buffer occupancy during a time period. It is filled at a fixed rate
and becomes full after T/N . It is empty again at the end of the period at time
T .

Proof: For the value of T , the buffer becomes full exactly
at the completion of the traffic injection of a flow at time T/N .
During this time, traffic fills the buffer of size B at rate C.
Likewise, the buffer is drained at rate of 1/N of the output link
bandwidth C in which packets of the N flows are sent. We then
have that T

N = B
C−C/N and the result follows.

Example 1. Let C = 40 Gbps and B = 1 Mb = 128
KB. If N = 2 the time period length is T = B·N2

C·(N−1) =
1Mb·22

40Gbps·(2−1) = 4Mb
40Gbps = 100µs. Likewise, if N = 10 then

T is larger and satisfies T = 1Mb·102
40Gbps·(10−1) ≈ 277µs.

Figure 3 shows the occupancy Q of the buffer of size B
as a function of the time within a period. It is empty at the
beginning of the time period and during a time span T/N

is being filled at a rate of C·(N−1)
N , which is the difference

between the injection rate C and the service rate C/N . The
buffer reaches a maximum occupancy of B after T/N . Then
the traffic injection is stopped and its size starts decreasing at
rate C/N . It is empty again at the end of the time period after
another time span of B

C/N .
Now we would like to examine the effect of reducing the

buffer size by factor of β ≤ 1 and increasing link bandwidths
by factor of α ≥ 1. Figure 4 shows the buffer occupancy after
the above changes. We define three time intervals during the
T -length period, which differ by the arrival rate to the buffer.
We denote the time at which the i-th interval ends by ti for
i = 1, 2, 3, which are illustrated in Figure 4.

At the first time interval, traffic is injected at rate C and
served with rate αC

N until the βB-sized buffer is filled at time
t1. Since the buffer is now smaller compared to the reference,
it might be impossible to inject all the amount of traffic of a
period within this interval. Notice that, generally, the time takes
to fill the small-sized higher-bandwidth buffer can be either
shorter (e.g. for relatively small β) or longer (e.g. for relatively
large α) than the burst length T

N (which is the time that takes
to fill the reference system switch buffer).

The remained traffic is be injected in the second time interval
between the times t1 and t2. Since the buffer is kept full during
this interval, the traffic injection is turned on and off alternately
by pause and unpause packets according to the immediate
occupancy of the buffer.

Last, in the third time interval between the times t2 and t3
no traffic is injected, since no traffic remained to inject in this
period. The buffer is served until it becomes empty at time



Fig. 4. The occupancy of the smaller buffer with size β · B during a time
period with a bandwidth of α · C. It is filled until time t1. Then, the traffic
injection is paused from time to time until t2 according to the available buffer
space. In the third interval it gets empty without injection. Here, the buffer gets
empty and the traffic of a period is completed in shorter time of T/α.

t3. Between time t3 and the end of the period, the modeled
network is idle.

The length of each of the intervals can be derived using the
following proposition.

Proposition 2. When serving the N flows traffic λ with a buffer
of size βB and links of bandwidth αC, the end times of the
three time intervals, as defined previously, within a time period
T satisfy
(i) t1 = β·B·N

C·(N−α) .
(ii) t2 = T ·C−β·B·N

α·C .
(iii) t3 = T

α .

Proof: We first calculate t1 as the time in which the smaller
buffer of size βB becomes full. Since traffic is injected at rate
C and the buffer is served in an average rate of α · C/N , we
have that t1 = β·B

C−α·C/N = β·B·N
C·(N−α·1) . In addition, the total

amount of traffic T ·C (for all symmetrical flows) is now sent on
the single output link at rate α ·C and the process is completed
within t3 = T ·C

α·C = T
α . To deduce t2, we first calculate the

length of the third interval in which the buffer occupancy is
sent without traffic injection. It then takes β·B

(α·C)/N = β·B·N
α·C .

Accordingly, t2 = t3 − β·B·N
α·C = T

α − β·B·N
α·C = T ·C−β·B·N

α·C .
We will now continue the analysis in three steps. At the first

step we analyze the system after reducing switch buffer size
only. Next, we increase the links bandwidth while reducing
the buffer size to the level at which the link pausing is
avoided. Finally, using the observation that while increasing the
bandwidth of the links, they can be paused more frequently, we
will define the ultimate tradeoff between the buffer size and the
links bandwidth.

C. Reducing Buffer Size

In the first step, we reduce the buffer size without trying to
avoid the congestion spreading effect.

We assume now that congestion spreading is allowed and
not limited. Under this condition, we show that the traffic
workload λ can be served within the time period T without
switch buffering. To show that, we observe that we can reduce
t1 to be equal to 0 and increase t2 to be equal to t3, i.e.,
practically eliminating the first and the third time intervals. This
happens when we reduce β to be equal to 0. While doing so,
the incoming links are paused for a portion of N−1

N and the
effective bandwidth reduced from αC to αC

N , the rate at which

the buffer is served. By making β equal to 0, the traffic λ can
still be transmitted until time t3 within the period.

This property is summarized in the following proposition.

Proposition 3. If congestion spreading is allowed, while in-
creasing the network link bandwidths by a factor of α, the
traffic load λ can be served with any buffer size, for the time
duration of T

α , particularly with buffer of size 0.

D. Reducing Buffer Size with Links Bandwidth Acceleration

In the second step, we study the minimal possible buffer
sizing, while avoiding congestion spreading completely. Notice
that for the fair comparison to the reference system, we keep
using the defined traffic pattern λ, meaning that the traffic
injector peak rate stays at C, although the link bandwidths are
increased to αC.

Now we would like to completely avoid link pausing. To do
so, we set the duration of the second interval t2 − t1 to 0 and
examine the minimal value of β for which it holds. Intuitively,
an increased link bandwidth allows faster buffer serving, and
therefore requires reduced buffering demand.

Proposition 4. By increasing the network links bandwidth by
a factor of α, the network can serve the traffic λ without link
pausing with a reduced buffer size of at least βB for β = N−α

N−1 .

Proof: Based on Proposition 2, we find the value of β
for which the equality t1 = t2 is satisfied. This eliminates
the second interval with its pause modes. From the equality
t1 = β·B·N

C·(N−α) =
T ·C−β·B·N

α·C = t2, we deduce that β ·B ·N2 =

N · T · C − α · T · C and accordingly β = (N−α)·T ·C
B·N2 . By

setting the value of T from Proposition 1, we finally have that
β = (N−α)·C

B·N2 · B·N2

C·(N−1) =
N−α
N−1 .

Example 2. We would like to demonstrate the last proposition
with several settings. For two flows (N = 2), in order to
avoid pause modes, if we increase the link bandwidth from
40Gbps to 56Gbps (with α = 56

40 = 1.4)2, we have that
β = N−α

N−1 = 2−1.4
2−1 = 0.6. Accordingly, the required buffer

size is only 60% of its original size and we have 40% buffer
saving. Taking the values of B and C from Example 1, i.e.
C = 40 Gbps and B = 1 Mb (that together yield T = 0.1
ms) we have t1 = β·B·N

C·(N−α) = 0.6·1·106·2
40·109·(2−1.4) = 0.05ms and

t2 = T ·C−β·B·N
α·C = 0.1·10−3·40·109−0.6·1·106·2

1.4·40·109 = 0.05 ms = t1.
Likewise, t3 = T

α = 0.1 · 10−3/1.4 = 5
70 ms ≈ 0.071 ms. For

larger N , the improvement is smaller. If for instance N = 10,
we obtain a much smaller improvement and the minimal value
of β is β = N−α

N−1 = 10−1.4
10−1 ≈ 0.95, i.e. the improved memory

size has to be at least about 95% of its original size.

E. Reducing Buffer Size with Links Bandwidth Acceleration
while Preserving the Effective Bandwidth

In the third step, we study the required buffer size while
limiting the total time length of which congestion spreading
takes place. We use the observation that while increasing the

2These values are chosen, since they represent parameters of real switch
products [14].



bandwidth of the links, they can be paused more frequently, to
preserve the same effective bandwidth. Intuitively, since now
we allow link pausing, the required buffer size will be smaller
compared to the previous step.

The impact of the increased bandwidth of the network links
by α is two fold. First, as stated previously, it allows faster
buffer serving. In addition, during the second interval the
link can be paused for longer periods and preserve the initial
effective bandwidth.

This results with the following ultimate buffer-bandwidth
tradeoff.

Proposition 5. By increasing the network links bandwidth by
factor of α, the network can serve traffic λ, preserving the same
effective bandwidth as the reference network, with a reduced
buffer size of at least βB for β = (N−α)(2·N−α·N−1)

(N−1)2 .

Proof: Let p be the ratio of the interval length for which an
input link is in a pause mode. Effectively, its average injection
rate will be α ·C · (1− p) + α·C

N · p. To obtain an average rate
of at least C as the original bandwidth, it is required to satisfy
p ≤ α−1

α−(α/N) .
By Proposition 2, the ratio of the length of the second

interval for which the pause modes occur among the period T is
given by p = t2−t1

T = (T ·C−β·B·N
α·C − β·B·N

C·(N−α) )/(
B·N2

C·(N−1) ) =
N−α−β·(N−1)

α·(N−α) . In order to satisfy the above upper bound on

p, N−α−β·(N−1)
α·(N−α) ≤ α−1

α−(α/N) , the value of β has to satisfy the
above lower bound.

Example 3. For α = 1.4 (obtained for instance by in-
creasing the link bandwidth from 40Gbps to 56Gbps) and
N = 2 connections, the value of β required to keep the
same effective bandwidth considering the pause modes is β ≥
(N−α)(2N−α·N−1)

(N−1)2 = (2−1.4)(2·2−1.4·2−1)
(2−1)2 = 0.6 · 0.2 = 0.12.

For N = 10, β = (10−1.4)(2·10−1.4·10−1)
(10−1)2 = 43

81 ≈ 0.531.

We now demonstrate the lower bound of β by analyzing it as
the function of the number of inputs N and the link bandwidths
increase α.

Proposition 6. The value of β satisfies
(i) β ≤ 2− α for N ≥ 2.
(ii) limN→∞ β = 2− α.

Proof: We first show (i). For 1 ≤ α ≤ 2 we have 0 ≤
(α−1)− (α−1)2 = 3 ·α−2−α2 and α−1 ≤ 4 ·α−3−α2.
Since N ≥ 2, we also have that 2·(α−1) ≤ N ·(4·α−3−α2). It
then follows that (N−α)·(2·N−α·N−1) ≤ (2−α)·(N−1)2

and β = (N−α)(2·N−α·N−1)
(N−1)2 ≤ 2− α.

To show (ii), we rewrite the formula from Proposition 5 as
β =

(1− α
N )(2−α− 1

N )

(1− 1
N )2

and deduce that limN→∞ β = 1·(2−α)
1 =

2− α.
The next corollary follows directly from Proposition 6.

Corollary 1. The required buffer size can be reduced by
the same ratio as the link bandwidths increased to stand in
the same network performance and preserve the effective link
bandwidths. In particular, if link bandwidths are doubled, then

Fig. 5. Ilustration of the multistage switch architecture with n stages. The
input traffic of a switch in the ith stage is injected simultaneously as the output
traffic of ki switches in a previous stage.

no switch buffering is required.

Note: Above corollary of the buffer size was obtained
using ideal settings that were described in Section II. Real
implementation of pause-based flow control would also require
a minimal buffer size to assure the losslessness property of the
network based on the link bandwidth and propagation time,
pause frame processing delay and packet size.

IV. MULTIPLE-INCAST CASCADE

In this section we generalize our study of the buffer size
vs. link bandwidth tradeoff to a multiple incast cascade. As
illustrated in Figure 5, consider a network of n stages in which
the input traffic of a switch in the ith stage is composed of
the output traffic of ki switches in the previous stage. The
illustrated network can present a sub-network of a large data-
center fat-tree network, by considering only the congested links.
Every switch receives traffic simultaneously from its multiple
sources and observes an incast congestion. In this network there
is a single switch in the last (nth) stage and the number of
switch in the (i−1)th stage is ki times the number of switches
in the next ith stage such that for i ∈ [1, n] the number of
switches in the ith stage is given by

∏n
j=i+1 kj . For the sake

of simplicity we further assume an identical buffer size B per
input for all switches in the network. We also assume that each
of the ki flows to the ith stage is served equally at rate 1

ki
of

the outgoing link capacity, that the flows in the first stage have
the same traffic, as well as that ki ≥ 2 for i ∈ [1, n]. We would
like to mention that by sending the pause and unpause packets,
a switch in stage i can stop the transmission from a switch in
stage i− 1, while a switch in stage 1 stops the transmission of
the traffic injector.

As in the analysis in Section III, first, we would like to set
the workload parameters in each of the stages. Clearly, if all
the flows inject the same traffic to the switches in the first
stage, the symmetry between the switches in a certain stage is
preserved by induction also in all other stages. Based on the



previous analysis of a single switch, we can see a switch as
transforming ki bursts with rate C of length Ti into a single
burst of the same rate but with longer length of ki ·Ti. We will
denote the length of the inputs to the first stage by T1. We will
later explain how to calculate this value. Then, the length of
the traffic injected to stage i is T1 ·

∏i−1
j=1 kj .

We prove that under the presented settings, the most con-
gested switch is the switch in stage n. Hence, the value of
T1 will be defined as the maximal length that still avoids a
congestion in this switch. To do so, we start by calculating the
maximal occupancy in a switch in the ith stage.

Proposition 7. In the described traffic pattern, the maximal
observed occupancy of a switch in the ith stage is given by
Qmax

i = C·(ki−1)
ki

· T1 ·
∏i−1

j=1 kj .

Proof: As in the simple case of a single switch, the
maximal occupancy is obtained exactly when the injection
stops, i.e. after T1 ·

∏i−1
j=1 kj . Until then, traffic to each buffer

is injected with rate C and the buffer is drained at rate C
ki

.
We now show that the maximal buffer occupancy is achieved

in the last stage.

Proposition 8. The maximal observed occupancy in one of the
switches in the architecture is obtained in the switch in the last
nth stage and equals Qmax

n = C·(kn−1)
kn

· T1 ·
∏n−1

j=1 kj .

Proof: We simply show that Qmax
i+1 ≥ Qmax

i for i ∈ [1, n−
1]. By Proposition 7, we have

Qmax
i+1

Qmax
i

=
C · T1 · (ki+1 − 1)/ki+1 ·

∏i
j=1 kj

C · T1 · (ki − 1)/ki ·
∏i−1

j=1 kj

=
k2i · (ki+1 − 1)

ki+1 · (ki − 1)
=

ki+1 − 1

ki+1
/
ki − 1

k2i

=
(
1− 1

ki+1

)
/
( 1

ki
− 1

k2i

)
.

Since ki ≥ 2 for i ∈ [1, n] then 1 − 1
ki+1

≥ 1
2 and 0 <

1
ki

− 1
k2
i

< 1
ki

≤ 1
2 . Accordingly, Qmax

i+1 ≥ Qmax
i and the

maximum occupancy is obtained in the last switch with i = n.

It follows from the last proposition that in order to avoid the
congestion spreading, we should make sure that the maximal
occupancy of the last switch is not beyond B. Accordingly, we
define the value of T1 as the length that achieves a maximal oc-
cupancy of Qmax

n = B and have that T1 = B·kn

C·(kn−1)/
∏n−1

j=1 kj

and Tn = T1 ·
∏n−1

j=1 kj = B·kn

C·(kn−1) . The length of the time

period is Tn · kn =
B·k2

n

C·(kn−1) .
Next, we analyze the buffer-bandwidth tradeoff on the stage-

n switch to learn the potential effect of link bandwidth improve-
ment. The analysis is similar to a single-stage case from Section
III, but now the traffic of each flow arrives to a switch at stage
i at rate αC, instead of a rate C, and lasts Ti

α time instead of
Ti. In particular, in the switch at the last stage in which we
concentrate the traffic length is Tn

α . We will continue directly
to analysis of the case with reduced buffer size, increased link
capacities and preserving effective link bandwidth from Section

III-E. We clarify the changes between the cases and use again
the notations of t1, t2, t3 for the end time of the three obtained
time intervals that again differ in their arrival rate.

Since the arrival rate is higher, the buffer fills up faster, which
results in the next proposition.

Proposition 9. While serving the traffic with a buffer of size
βB, the end time of the first interval in the stage-n switch
equals

t1 =
βBkn

αC(kn − 1)
.

Proof: We calculate t1 as the time in which the buffer of
size βB becomes full. Since traffic is injected at rate αC and
the buffer is served in an average rate of αC/kn, we have that
t1 = β·B

α·C−α·C/kn
= β·B·kn

αC·(kn−1) .
The time t3 in which the kn injections to the switch at the

last stage terminates is given by Tn·kn

α = B·kn

C·(kn−1) · kn

α =
B·k2

n

α·C·(kn−1) .
Last, the percentage of time the incoming link is in the

paused mode equals the ratio of the time difference (t2 − t1)
and the length of the time period Tn ·kn. Setting the constraint
on p as in Section III-E to p ≤ α−1

α−(α/kn)
for the case of kn

inputs brings to the next proposition.

Proposition 10. In the multi-cascade network, by increasing
network links bandwidth by a factor of α, the network can
serve the traffic λ preserving the effective bandwidth with a
reduced buffer size by a factor of β for β ≥ kn·(2−α)−1

kn−1 .

Proof: Based on the above explanation we have that
p = t2−t1

Tn·kn
=

(
Bkn

2

αC(kn−1) −
βBkn

αC − β·B·kn

αC·(kn−1)

)
/

B·k2
n

C·(kn−1) =

B·k2
n·(1−β)

α·C·(kn−1)/
B·k2

n

C·(kn−1) =
1−β
α . With the upper bound on p from

Proposition 5 the result then follows.

Example 4. Consider the mentioned above value of α = 1.4
(obtained for instance by increasing the link bandwidth from
40 Gbps to 56 Gbps) and kn = 10 switches that are connected
to the single switch in the last stage. Then, the minimal value
of β required to keep the same effective bandwidth considering
the pause modes is β = kn·(2−α)−1

kn−1 = 10·(2−1.4)−1
10−1 ≈ 0.55.

The next corollary follows from Proposition 10.

Corollary 2. The conclusion of Corollary 1 that the required
buffer size can be reduced by the same ratio as the link band-
widths increased to stand in the same network performance
and preserve the effective link bandwidths, holds also for the
multi-incast cascade case. Moreover, the general result holds
even when the sources inject traffic to the congested switch in
a peak rate of αC, contrary to our initial restriction in the
beginning of Section III-D.

V. EXPERIMENTAL RESULTS

A. Numerical Evaluation

We conduct experiments to evaluate the analysis of the
tradeoff. We consider a simple single switch as well as a
multiple incast cascade.



(a) Buffer size saving vs. α

(b) Buffer size saving vs. N

Fig. 6. The buffer size saving 1 − β0 as a function of the link bandwidth
improvement factor α and the number of inputs N as expressed in Propo-
sition 5. The buffer size saving satisfies 1 − β0 ≥ α − 1 for N ≥ 2 and
limN→∞(1− β0) = α− 1, as follows from Proposition 6.

We first consider a single switch. We examine the buffer
size saving as a function of the link bandwidth improvement
factor α and the number of inputs N as was expressed in
Proposition 5. The results are presented in Figure 6. In 6(a),
we can see the buffer saving as a function of α for various
N . For all values of α, the improvement is more significant
for smaller values of N . For instance, if α = 1.1 the saving is
1 − β = 0.280 for N = 2 while it is only 1 − β = 0.106 for
N = 32. Similarly, for α = 1.5 it equals 0.524 for N = 32
while it equals 1 for N = 2, i.e. no buffer is required in this
case. Anyway, as indicated in Proposition 6 and Corollary 1,
for any N ≥ 2, the relative improvement in the buffer size
1− β0 satisfies 1− β0 ≥ α− 1.

Likewise, in 6(b) we present the saving as a function of N
for various α. We can see that the asymptotic value of the
improvement for large N satisfies limN→∞(1− β0) = α − 1.
For instance, if α = 1.5, the buffer size saving is 0.580, 0.539
and 0.515 for N = 10, 20, 50, respectively.

B. Simulations Results

Next, we conducted simulations with Omnet++ [15] en-
hanced by INET Framework modules [16] to examine our anal-
ysis. We simulated a network with 10ns propagation delay links
and 1.5KB-sized packets. The TX-off and TX-on thresholds
have been set accordingly for preserving the losslessness of the
network, while maximizing the buffer utilization.

We measure the occupancy of the switch buffer within a time
period for two possible values link bandwidth. Figure 7 presents

Fig. 7. Comparison of the buffer occupancy with 40 Gbps and 56 Gbps (with
α = 1.4) and N = 2 as in Example 1 and Example 2. The maximal occupancy
is B = 128 KB and 76.8, respectively with β = 0.6.

the results. As in Example 1 and Example 2, we assume N = 2
with C = 40 Gbps. With T = 0.1ms we achieve maximal
occupancy of B = 128KB that is obtained after 0.05ms. With
an increased bandwidth of 56 Gbps (α = 1.4), the maximal
occupancy is only βB = 76.8KB, i.e. for β = 0.6 and the
service of the injection is served within only 5

70 ≈ 0.071ms.

VI. CONCLUSIONS

In this paper we introduced and studied the tradeoff between
buffer size and the link bandwidth in lossless networks under
incast scenario. We presented a formal analysis of the tradeoff
and showed that it holds also for the multiple incast cascade.
We verified the results using simulations.

Our study yields several major conclusions. First, in lossless
networks, the switch buffer sizes can be reduced significantly,
while still pushing the same incast traffic. We explained that
although the buffer size reduction might result in congestion
spreading, this phenomena can be mitigated by increasing the
link bandwidths. Specifically, the tradeoff analysis shows that
the buffer size saving ratio is equal to the link bandwidth
increase ratio. In particular, when doubling the link bandwidths,
the switch buffering can be completely avoided, without de-
grading the network performance.
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