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Abstract—In this letter, we study improved upper bounds on the performance of low density parity check codes over binary-input additive white Gaussian noise channels, assuming that the codes are maximum-likelihood decoded. Our results demonstrate the phenomenal performance of the low density parity check codes.
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I. INTRODUCTION

LOW DENSITY parity check (LDPC) codes were rediscovered by MacKay and Neal [4], [5], after being first introduced by Gallager in his seminal work [2], [3]. The experiments with LDPC codes indicate that like turbo codes [1], they exhibit low bit error rates at low signal-to-noise ratios. The performance of LDPC codes was extensively investigated since and their exceptional performance with the suboptimal and practical iterative decoding algorithm was reported in the literature, as evidenced in [2]–[11] and references therein.

In this paper, the phenomenal performance of LDPC codes with large block length and maximum-likelihood (ML) decoding is demonstrated by the tangential sphere bound. This improved upper bound on the block error probability for a binary-input additive white Gaussian noise (AWGN) channel [8], [9] depends on the distance spectrum of the code, and it is not subject to problems typical for the more popular union bounds in regions of low signal-to-noise ratios. The technique is applied in [12]–[14] for upper bounding the performance of uniformly interleaved turbo and turbo-block codes with structured or random component codes, operating over an AWGN channel and ML decoded. These upper bounds are also compared in [12]–[14] to simulation results of the “Log-MAP” iterative decoding algorithm, indicating in various cases the suboptimality of the iterative decoding algorithm at low values of energy per bit-to-noise spectral density \(E_b/N_0\), as compared to the optimal ML decoding algorithm. The use of the tangential sphere bound to upper bound the performance of uniformly interleaved turbo codes was limited to interleavers of length not exceeding some few thousands of bits because of inherent overflow limitations associated with the numerical calculation of the code distance spectrum.

This difficulty is circumvented in the case of upper bounding the ensemble performance of LDPC codes even with large block length due to the existing exponential upper bound on the ensemble distance spectrum of \((n, j, k)\) binary LDPC codes, derived by Gallager [3].

Hence, for these ensembles of \((n, j, k)\) LDPC codes, we combine here Gallager’s upper bound on the code distance spectrum with the tangential sphere bounding technique, yielding a tight upper bound on the block error probability for these codes, ML decoded and coherently detected. For simplicity, we assume here that the signaling is antipodal (although it is not necessary) and that the modulated signals possess the same energy for each one of the codewords.

The letter is organized as follows: in Section II, we define briefly the ensemble of LDPC codes, adhering to Gallager [3]. In Section III, our main results are presented followed by a summary and conclusions in Section IV.

II. PRELIMINARIES

The considered ensembles of \((n, j, k)\) binary LDPC codes which are presented by Gallager in [3, Sec. 2.B], are specified by a sparse parity check matrix containing mostly 0’s and only a relatively small number of 1’s. An \((n, j, k)\) LDPC code is a block code of length \(n\) with a parity check matrix \(H\), where each column contains a small fixed number \(j\) \((j \geq 3)\) of 1’s and each row contains a small fixed number \(k\) \((k > 0)\) of 1’s (where \(k > j\)) [2]. It follows easily from this definition that the rate \(R\) of an \((n, j, k)\) LDPC code satisfies the inequality \(R \geq 1 - j/k\) [3].

Following Gallager [2], [3], we will restrict our attention to the following ensemble of \((n, j, k)\) LDPC codes which we define via their parity check matrices in the following way: Divide the parity check matrix \(H\) into \(j\) submatrices, each containing a single 1 in each column. The first of these submatrices contains all its 1’s in descending order: that is, the \(i\)th row contains \(1\)’s in columns \(i - 1\) \(k + 1\) to \(ik\). The other submatrices are column permutations of the first. The ensemble of \((n, j, k)\) LDPC codes discussed here is then the ensemble of all codes resulting from random permutations of the columns of each of the bottom \(j - 1\) submatrices in the matrix \(H\), with equal probability. Assuming that all rows of the parity check matrix are independent, the rate of an \((n, j, k)\) code is equal to \(1 - j/k\). In general the rate is always lower bounded by \(1-j/k\) and it will typically be very...
close to this quantity for large values of $\eta$ and relatively small values of $j$ and $k$. Gallager’s upper bound on the ensemble distance spectrum of $(n, j, k)$ binary LDPC codes is derived in [3, Sec. 2.2].

**III. RESULTS**

Gallager’s upper bound on the ensemble distance spectrum of $(n, j, k)$ LDPC codes is presented in Fig. 1 for some ensembles with rate one half and a block length of 10 000 coded bits. The shaping of the distance spectrum of these ensembles of codes is rather typical also for larger block lengths and other rates. However, for every pair of $(j, k)$ values, there is an effective minimal Hamming weight increasing linearly with $\eta$ for large block length. This observation is discussed in [3, Sec. 2.2] and is also demonstrated by Fig. 1. Moreover, it is demonstrated in Fig. 1 that for relatively small values of $j, k$, increasing the value of $j$ and $k$ such that the ratio of $j/k$ is kept fixed (i.e., keeping the code rate constant), reduces the number of codewords of low Hamming weights, thus improving the error floor for these ensembles of LDPC codes, as is also indicated in Fig. 2(a) and (b) here. Increasing the value of $j$ and $k$ (as above), for a fixed block length $\eta$, affects therefore the upper bound on the distance spectrum in similar manner to “spectral thinning” [7], which characterizes the influence of increasing the interleaver length on the distance spectrum of turbo codes. That justifies the improvement in the ensemble performance of $(n, j, k)$ LDPC codes for fixed $\eta$, as is also reflected in Fig. 2(a) and (b).

Upper bounds on the performance of ML decoding for some ensembles of $(n, j, k)$ LDPC codes with rate one half are presented in Fig. 2(a) and (b), and the effect of the block length $\eta$ on the closeness to the Shannon capacity limit is also demonstrated. The error bounds are based on Gallager’s upper bound on the ensemble distance spectrum of LDPC codes combined with two examined upper bounds on the ML decoding error probability: the tangential sphere bound which is an improved upper bound and the ubiquitous union bound in $Q$-form. The two error bounds are also compared in Fig. 2(a) and (b), demonstrating the fact that for large block lengths, the union bounds are essentially useless at rates above the cutoff rate (for a binary-input AWGN channel and a rate one half, the cutoff rate corresponds to $(E_b/N_0) = 2.45$ dB). In Fig. 2(a) and (b), the same values of $(j, k)$ for ensembles of $(n, j, k)$ LDPC codes are compared, for block lengths of $\eta = 1000$ coded bits, reflecting the dramatic improvement that results by increasing $\eta$ by a factor of 10.

The considerable advantage of the tangential sphere bounding technique over the union bounds (especially for large
of rate 0.250. For example in the case of $j = 6, k = 8$, and $n = 40K$, an upper bound on the value of $E_b/N_0$ required to achieve a block error probability of $10^{-5}$ with ML decoding is $-0.46$ dB, that is only 0.33 dB away from the channel capacity (see also Table I).

### IV. Summary

We have studied the ensemble performance of ML decoded LDPC codes using upper bounds for a binary-input AWGN channel. The bounds are based on Gallager’s upper bound on the ensemble distance spectrum of LDPC codes [3] (see Fig. 1), combined with Poltyrev’s tangential sphere upper bound on the block error probability [7]. The influence of the parameters of these ensembles of LDPC codes on their performance is investigated and their closeness to Shannon capacity is demonstrated for LDPC codes of length 5000–40 000 (coded bits) with a variety of rates (see Figs. 2, 3, and Table I). Simulation results of the iterative decoding algorithm for turbo and LDPC codes [1, 4]–[6], [8], [9] and also upper bounds on the ML decoding error probability of these codes [12]–[14], substantiates the conclusion that LDPC codes are strong alternatives for high performance communication systems, striving to approach the ultimate limit of channel capacity.
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