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Clock skew variations adversely affect timing margins, limiting performance, reducing yield, and may

also lead to functional faults. Non-tree clock distribution networks, such as meshes and crosslinks, are

employed to reduce skew and also to mitigate skew variations. These networks, however, increase the

dissipated power while consuming significant metal resources. Several methods have been proposed to

trade off power and wires to reduce skew. In this paper, an efficient algorithm is presented to reduce

clock skew variations while minimizing power dissipation and metal area overhead. With a combina-

tion of nonuniform meshes and unbuffered trees (UBT), a variation-tolerant hybrid clock distribution

network is produced. Clock skew variations are selectively reduced based on circuit timing information

generated by static timing analysis (STA). The skew variation reduction procedure is prioritized for

critical timing paths, since these paths are more sensitive to skew variations. A framework for skew

variation management is proposed. The algorithm has been implemented in a standard 65 nm cell

library using standard EDA tools, and tested on several benchmark circuits. As compared to other

nonuniform mesh construction methods that do not support managed skew tolerance, experimental

results exhibit a 41% average reduction in metal area and a 43% average reduction in power dissipation.

As compared to other methods that employ skew tolerance management techniques but do not use a

hybrid clock topology, an 8% average reduction in metal area and a 9% average reduction in power

dissipation are achieved.

& 2012 Elsevier B.V. All rights reserved.
1. Introduction

Non-tree based clock distribution topologies (e.g., clock meshes)
exhibit useful topological characteristics due to multi-path signal
propagation created by routing redundancies [1–11]. These non-tree
clock distribution networks distribute the global clock signal over an
integrated circuit, exhibiting high immunity to process, voltage, and
temperature (PVT) variations, while tolerating non-uniform switch-
ing and an unbalanced distribution of the clocked elements. These
networks achieve low and deterministic skew, low skew variations,
and low jitter. Clock meshes also overcome late design changes
while satisfying tight time-to-market deadlines [1]. Clock meshes
constitute an effective alternative for distributing global clock
signals, and are used in high performance microprocessors [1] such
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as the Power4 [2], Digital Alpha [3], Intels Pentiums 4 [4], and
Xeons [5].

Nevertheless, non-tree clock distribution networks suffer cer-
tain drawbacks. These networks are composed of a large number
of mesh nodes and unbalanced loads, making these networks
difficult to analyze, optimize, and automate [6,12,13]. Routing
redundancies require significant resources as compared to opti-
mized tree-based clock distribution networks where point-to-
point routing is used [7]. Meshes dissipate higher power [12] due
to the large capacitance incurred by the additional metal wires
and drivers. Furthermore, clock gating is impractical in most
mesh structures. Due to delay differences in the drivers, short-
circuit current loops are generated across redundant mesh paths
[12]. Increasing process variations [14,15] dissipate more power,
since a more tolerant mesh structure dissipates higher power due
to greater use of metal and driver oversizing [15]. Several
proposals for optimizing non-tree distribution networks have
been presented, employing either customized meshes [1–7] or
automating the process of adding crosslinks to the clock tree to
enhance tolerance and lower power [8,9]. Yet other methods
propose removing some edges from a mesh to reduce power
while minimally increasing the skew [10,11,22].
ven variation–aware synthesis of hybrid mesh/tree clock
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While most of these papers focus on skew variations, the
approach proposed in this paper manages skew tolerance based
on the criticality of the timing margins. The clock signals driving a
critical logic path are required to be more tolerant to skew
variations to reduce the effect of skew on timing margins and
cycle time. Those clock signals that drive a non-critical logic path
however must satisfy certain skew variations without affecting
the cycle time [16]. By relaxing skew variation requirements in
the non-critical paths, power savings can be achieved [1]. The
proposed method employs graph-theoretic and geometric algo-
rithms with quasi-linear run time. Using static timing analysis
(STA), a physical floorplan, and process information, a hybrid
topology of non-uniform clock mesh and unbuffered trees which
tolerates clock skew based on timing path criticality is generated.
Unbuffered clock trees are used as an extension to the clock mesh
within those regions with weak variational requirements. Since
process variations and power supply noise in clock buffers are the
dominant sources of skew variations [14], unbuffered clock trees,
which are comprised primarily of wires and no transistors, exhibit
lower skew variations. The clock distribution network is adapted
to satisfy clock skew variations while minimizing power dissipa-
tion and metal area overhead. The proposed flow has been
successfully tested on several benchmark circuits.

While previous work has considered only mesh based clock
distribution networks [21], the current work extends and refines
the previous skew tolerance management method and introduces
a hybrid non-uniform mesh and unbuffered trees clock distribu-
tion topology. The solution flow and the algorithms have been
adapted to support the hybrid mesh/tree structure while satisfy-
ing the skew variation requirements. A statistical distribution of
the logic paths shows that the proposed method exhibits a tighter
skew requirement bound than the previous method. Hence,
design skew variations are closer to the required value, prevent-
ing overdesign and reducing metal consumption and power
dissipation. Relative to the previous method, an 8% average
reduction in metal consumption and a 9% average reduction in
power dissipation are achieved.
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Fig. 1. Non-tree and mesh clock architectures: (a) Pentiums 4 spine, (b) tree with c

(e) global tree with local meshes (TLM).
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The rest of the paper is organized as follows. Non-tree clock
distribution networks, skew constraints, constraint graphs, and
clock skew uncertainty are reviewed in Section 2. The motivation
behind this work and a review of previous work on clock mesh
synthesis and optimization are discussed in Section 3. The
timing–driven variation–aware synthesis of non-uniform mesh
and unbuffered tree-based clock distribution networks and the
proposed solution are presented along with a run time example in
Section 4. The experimental method and results are described in
Section 5. Finally, this paper is concluded in Section 6 and future
research directions are suggested.
2. Clock meshes and skew

In this section, essential preliminaries are outlined. Specifi-
cally, in Section 2.1, non-tree clock topologies, and in particular,
clock meshes are described. In Section 2.2, the concept of clock
skew, skew uncertainty modeling and notation, and constraint
graphs for representing synchronous circuits are reviewed.

2.1. Clock meshes

Clock tree topologies provide a single path for each sink. For
distant sinks, these paths are largely separate from each other. Each
separate path suffers from delay uncertainty, resulting in skew
uncertainty between two sinks. One approach to reduce variations
is simply connecting nodes with a crosslink. Hence, the connected
nodes will have more than one path from the clock source, mutually
compensating each path. This non-tree approach has been manually
applied to the Pentiums 4 microprocessor [4], where spines connect
multi-clock nodes, as illustrated in Fig. 1(a). Automation of this
method has been evaluated in several papers [8].

Since spines or crosslinks connect pairs of nodes and do not
cover an entire floorplan (see Fig. 1(b)), metal grids driven by a
top level clock driver which span several regions have been
introduced. A mesh is a grid of horizontal and vertical metal wire
Sinks
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Sinks
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tree

rosslinks, (c) leaf level global mesh, (d) global mesh with local trees (MLT), and
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segments composed of interconnected mesh nodes. Typical mesh
topologies consist of three parts: the mesh itself (usually uni-
form), an upper driving tree, and local interconnects connecting
the clock sinks to the mesh, as shown in Fig. 1(c). A wide variety
of mesh structures has been proposed. Non-uniform meshes
[5,10,11,22] have been developed to save wire resources and
power. Design automation and optimization of metal and power
versus tolerance tradeoffs are discussed in [10,11,22]. Mesh
architectures differ in the locality of the mesh. A global mesh
with local trees (MLT) [6] is a mesh fed from a global clock source
with local trees distributing the clock to local regions (Fig. 1(d)),
while a global tree with local meshes (TLM) [6] is a clock tree fed
from a global clock source with a local mesh at each leaf
(Fig. 1(e)). Other hybrid mesh-style structures are also possible.

2.2. Skew constraints and uncertainty

Synchronous circuits comprise data paths, where each combi-
national logic path is located between two registers. A clock
network connects the clock source to a collection of clock sinks
S¼{s1,s2,y,sn}. Two registers are sequentially-adjacent if the
registers are connected with a combinational data path [1], as
illustrated in Fig. 2. The maximum permissible delay for a local
data path bounded by two sequentially-adjacent registers is

Pi,j
Delay,max ¼ Tclock�tsetup�skewi,j

max, ð1Þ

where Tclock denotes the clock period, tsetup is the setup time of
the bounding registers, and skewi,j

max denotes the maximum clock
skew between two bounding registers [1]. The maximum clock
skew skewi,j

max is the difference in the arrival time between two
sequentially-adjacent registers. If di and dj are the delay (max-
imum or minimum) of the clock signals arriving at the registers i

and j, respectively, the skew between two adjacent registers is

skewi,j
max ¼maxi,j 9di�dj9

� �
: ð2Þ

The clock skew is therefore bounded by the following max-

imum skew constraint,

skewi,jrTclock�Tsetup�Pi,j
Delay,max: ð3Þ
S2 S3

S5 S6S4

S1
2.2.1. Clock skew uncertainty

As technology scales, the effect of PVT variations on clock skew
is aggravated [14,15]. Clock skew can be modeled as composed of
both deterministic and probabilistic elements [13,18]. The follow-
ing notation is employed to describe these probabilistic effects.
For two sequentially-adjacent registers i and j, the deterministic
nominal skew components is skewi,j

nom, and the maximum skew

variation of the probabilistic component is di,j
max. The mean of the

skew between two sequentially-adjacent registers i and j is
denoted by mi,j

skew and the standard deviation is denoted by si,j
skew.

A possible 3s design target may require that, for instance, the
Sink i (Si) Sink j (Sj)

di dj

d q
clk

Combinatorial datapath
Pi,j

Delay
d q
clk

Sequentially-adjacent registers

Skewi,j

Fig. 2. Sequentially-adjacent registers si and sj with skewi,j clock skew, bounding a

combinational data path with propagation delay Pi, j
Delay.
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maximum skew will be limited by

skewi,j
max ¼ m

i,j
skewþ3si,j

skew: ð4Þ

2.2.2. Constraint graph

Synchronous circuits are represented as a directed multi-graph
GC [1,16,17]. Each clock sink is represented by a vertex viAGC

V,
such that GC

V
¼S. Each local data path located between two

sequentially-adjacent clock sinks i and j is represented by a
weighted edge ei,jAGC

E connecting the two vertices vi and vj

(see Fig. 3). The graph edges are therefore

GE
C ¼ fei,j ¼ vi � vj9P

i,j
Delayo1;vi,vjAGV

C g: ð5Þ

The edges can be weighted by any corresponding combina-
tional data path property, such as delay, margin, and skew.
Besides the edge weights, attributes can be attached to either
edges or vertices. For vertices, any corresponding sink attribute
can be used, such as the sink capacitance, location, clock delay,
and data arrival time.
3. Hybrid nonuniform mesh/tree synthesis: Motivation and
related work

Motivation for using timing information as a criterion for clock
mesh synthesis is discussed in Section 3.1. A review of previous
clock mesh synthesis methods is presented in Section 3.2.

3.1. Motivation

While some approaches have been proposed to minimize clock
skew, these methods usually incur an increase in power con-
sumption. Other methods exploit useful skew by scheduling clock
skew to increase the maximum frequency [17]. These methods,
however, suffer from increased clock skew uncertainty with
process scaling. This issue limits circuit performance since timing
margins are reduced [14,15].

Timing margins are provided to overcome uncertainty in the
clock arrival time caused by within-die variations. Poor timing
margins, namely, critical paths within a digital circuit are sensi-
tive to skew variations. Hence, skew variations should be mini-
mized, particularly in those clock paths that drive the critical
paths. This method, however, is usually achieved at the expense
of higher power dissipation [1]. This paper focuses on differential
treatment of the clock and selective management of the skew.
e2,3e1,2

e3,1

e5,6e4,5

e 1
,4

e 6
,3

e1,5

v1 v2 v3

v4 v5 v6

Fig. 3. Mapping of constraint graph: (a) synchronous circuit and (b) corresponding

constraint graph.
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The more critical a path, the more sensitive the path is to skew
variations and the greater the effort to reduce these skew
variations [16]. Paths that are non-critical are assigned a lower
effort to reduce skew variations. Path criticality prioritization is
intended to save power since skew variations are not minimized
on those paths that do not affect circuit operation or speed. This
approach is in contrast to skew optimization methods that aim to
reduce maximum or nominal skew over an entire circuit.

3.2. Related work

The effect of increasing process variations is particularly
pronounced in clock distribution networks, since skew variations
strongly influence system performance and require careful ana-
lysis of minimum delays [14,15]. Non-tree clock meshes, although
useful in mitigating process variations, are difficult to analyze and
automate due to the complex structure. Most mesh clock net-
works are manually designed in high performance applications
such as microprocessors [1–7]. Several approaches automate the
clock mesh design process. Mesh sizing and, in particular, seg-
ment wire width sizing using network flow algorithms have been
used to optimize nominal skew rather than skew variations [19].
Other methods start from a clock tree and incrementally add
crosslinks among the tree nodes or leaves. Crosslinks are inserted
between those nodes exhibiting significant variations. The objec-
tive is to add the fewest number of crosslinks while reducing the
maximum or average variations [8,9]. Other approaches start with
a fully uniform mesh, identify and remove redundant segments
whose effect on variations is minimal by applying network theory
techniques, thereby trading off variations with wire length and
power. A set-cover problem is solved to obtain mesh-based pre-
driver minimum buffers [10,11,22]. The initial uniform grid is
designed to ensure that metal redundancies within the grid
satisfy target skew requirement [10,22]. Whereas some methods
generate a clock distribution network with nonuniform meshes,
adapting the mesh structure to satisfy skew variation require-
ments [21], other methods combine meshes and trees to con-
struct a hybrid topology [23,24]. The objective of these hybrid
methods is to reduce the maximum nominal skew of the clock
tree by adding a mesh at the leaves of the tree [23]. Other hybrid
topology methods combine meshes with zero skew trees (ZST) to
construct a zero skew clock distribution network [24]. Never-
theless, the above methods do not exploit circuit timing informa-
tion for selectively reduction of skew variation.
4. Synthesis of hybrid mesh/tree clock distribution networks

Timing–driven variation–aware hybrid mesh/tree clock distri-
bution network synthesis is discussed in this section. The problem
formulation and solution approach are presented in Sub Sections
4.1 and 4.2, respectively.

4.1. Problem statement

The problem of managing skew variations can be formulated
using the notations defined in Section 2.2.

4.1.1. Inputs

Given a circuit connectivity, physical placement, and static
timing analysis, including (1) a set of clock sinks in the Manhattan
plane S¼{s1,s2,y,sn}, (2) maximum skew constraints between
each set of sequentially-adjacent registers si and sj, namely, the
maximum permissible skew skewi,j

allowed, and (3) the relative
tolerance parameter x. The relative tolerance parameter x is a user
defined parameter denoting the upper bound of the maximum
Please cite this article as: A. Abdelhadi, et al., Timing–dri
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skew variation ratio over all maximum skew constraints allowed
for all data paths

xZ
di,j

max

skewi,j
allowed

8ei,jAGE
C

� �
: ð6Þ
4.1.2. Problem formulation

Construct a hybrid mesh/tree clock distribution network con-
sisting of nonuniform meshes and unbufferd trees with reduced
wire length and power consumption. This clock distribution
network limits the fraction of the maximum skew variation over
all maximum skew constraints by x for every combinational data
path, as expressed by (6).

The mesh density is the number of nodes connecting the
wire segments within the mesh. A uniform mesh consists
of m horizontal segments and n vertical segment requiring
n�m nodes.

Lower levels of x lead to further reductions in clock skew
variations at the expense of a denser mesh, longer wire length, and
higher power consumption. Alternatively, higher levels of x lead to a
sparse mesh or even a tree, since skew variation reduction require-
ments are relaxed. Thus, power and metal savings could be achieved.
x may be tuned by considering the tradeoff among power dissipa-
tion, metal consumption, and design robustness.

4.2. Hybrid mesh/tree construction algorithm

The algorithm places multiple clock meshes or unbuffered
trees over certain rectangular regions. The meshes may be of
different densities. The unbuffered trees are attached to the
nonuniform mesh structure as extensions of this mesh. The
regions may partly overlap. Each region covered by a mesh is
associated with a specific maximum skew constraint, which
determines the density of the corresponding mesh. The algorithm
comprises four phases. In phase I, the constraint graph is derived
from static timing analysis and connectivity information. A skew
map, comprising floorplan regions with different skew variation
requirements, is extracted in phase II. The overlap among the
skew regions is removed in phase III. Finally, a mesh with a
specific density or an unbuffered tree is matched to each skew
region in phase IV, constructing a hybrid mesh/tree topology.

4.2.1. Phase I: Derivation of constraint graph

A constraint graph, as defined in Section 2.2 above, is derived
from the circuit connectivity information. See the example shown
in Fig. 4. The vertices represent clock sinks and the edges
represent data paths between vertices. The edge weight w(ei,j)
represents the maximum skew constraint of the local data path
represented by the edge ei,j, w(ei,j)¼skewi,j

allowed. Each vertex can
be assigned multiple attributes, such as the capacitance of the
corresponding sink C(vi)¼Capacitance(si) and the geometric loca-
tion of the clock sinks of the vertex.

As the algorithm progresses, some vertices are merged, repre-
senting a geometric rectangular region containing multiple clock
sinks. As the vertices are merged, the inner connectivity between
the constituent sinks is ignored, and only the inter-vertex con-
nectivity is preserved. The attributes of a vertex represent the
properties of all sinks included in the vertex: the capacitance is
the sum of all sink capacitances and the geometric location is
replaced by a rectangular bounding box covering the physical
location of all of the corresponding clock sinks.

Misplaced registers, e.g., sequentially-adjacent registers bound-
ing a critical timing path and placed diagonally apart, may cause
undesired results. These cases are reported at an early stage,
ven variation–aware synthesis of hybrid mesh/tree clock
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bbox(v1)= [[0,2],[0,2]];
bbox(v2)= [[1,2],[1,2]];
bbox(v3)= [[2,2],[2,2]];
bbox(v4)= [[0,1],[0,1]];
bbox(v5)=[[1,1],[1,1]];
bbox(v6)=[[2,1],[2,1]];
bbox(v7)=[[0,0],[0,0]];
bbox(v8)=[[1,0],[1,0]];
bbox(v9)=[[2,0],[2,0]];

w(e1,2)=3
w(e1,5)=3
w(e2,3)=3
w(e5,8)=3
w(e5,9)=3
w(e6,9)=3
w(e1,4)=1
w(e4,7)=1
w(e4,8)=1
w(e7,8)=1
w(e5,6)=2
w(e6,3)=2

∀ ∀ vi∈GV

c(vi)=capacitance(si)

Fig. 4. Phase I, constraint graph construction: (a) synchronous circuit floorplan and connectivity with placed registers, (b) corresponding constraint graph; edge weights

are the maximum allowed skew, and (c) the vertex attributes and edge weights are the initial values.

Fig. 5. Phase II algorithm for skew map extraction: (a) algorithm description (mergeVertices() is shown in Fig. 6), and (b) execution example. The rows are iterations and

columns are steps of the algorithm.
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suggesting replacing interfering registers to avoid unnecessary
design iterations.
4.2.2. Phase II: Skew map extraction

The rectangular regions satisfying certain skew requirements
are identified. The algorithm iterates over an increasing threshold
level. A vector T contains all pre-determined threshold values and
defines basic time steps for mesh construction. At each iteration,
each connected vertex is interconnected by edges with a weight
below the current threshold and merged into a new vertex.
A geometric bounding box covering all clock sinks within the
same vertex is identified. The algorithm is described in Fig. 5(a).
A threshold tAT is selected, edges with weight higher than the
Please cite this article as: A. Abdelhadi, et al., Timing–dri
distribution networks, INTEGRATION, the VLSI journal (2013), http:
threshold are eliminated (step 1.2), the corresponding vertices are
identified as a connected component (step 1.3), and these vertices
are merged into one larger vertex (step 1.4.1). The skew con-
straint of this new vertex is the tightest skew constraint among all
edges inside the corresponding connected component (step 1.4.2).
The algorithm terminates when no threshold values remain in T,
or only one vertex remains.

A run time example of Phase II is shown in Fig. 5(b). The merge
operation is performed by the subroutine shown in Fig. 6, as
follows: The inner edges inside a connected component are
removed and externally connected edges are connected to the
new merged vertex (step 2). The attributes of all vertices inside
the connected component are merged into the attributes of the
corresponding new vertex. The capacitance is the sum of all inner
ven variation–aware synthesis of hybrid mesh/tree clock
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capacitances (step 3) and the bounding box bounds all inner sinks
or inner bounding boxes (step 4). The merge operation is
illustrated in Fig. 7. Note that this phase produces a set of possibly
overlapping rectangular regions.

Extracting and merging all connected components requires
O(9GC

V9þ9GC
E9). The overall run time complexity of phase II is

therefore O(9T9(9GC
V9þ9GC

E9))¼O(9S9).
4.2.3. Phase III: Overlap removal

Partly overlapping rectangular skew regions are merged into
polygons, and skew levels are assigned to the polygons. When
two skew regions overlap, the tighter skew constraint prevails
and is inherited by the resulting polygon, as illustrated in
Fig. 8(a). The input [skew, capacitance and bounding box] triplets
are sorted in ascending order of skew. Iteratively, a triplet with a
tighter skew constraint is removed from the input stack (step 2.1).
Merge vertices procedure
Inputs:

Output:

G: Graph,
V: Group of vertices to be merged
Vmerge: Merged vertex with merged attributes

MergeVertices(G,V)
1. create new vertex vmerge
2. foreach v∈V

2.1. foreach e=v~v’
2.1.1.if v’∉V e = v’~vmerge

2.2. remove v
3. C(vmerge)=∑v∈VC(v)
4. Bbox(vmerge)=[min(x0),min(y0),max(x1),max(y1)]|

(x0,y0,x1,y1)=bbox(v), v∈V
5. return vmerge

Fig. 6. Vertex merging algorithm (part of Phase II).

v2 v1

v3v4

v5v6

e 1

e 4

e 7

e 2

e 5

e
3

e
6

v2 v1
e 1

e 2'

Vmerge

e
3 '

c(Vmerge) = c(V3)+
c(V4)+
c(V5)+
c(V6)

bbox(Vmerge)=
[ [1,0],[2,1] ]

w(e2') = w(e2)
w(e3') = w(e3)

Fig. 7. Merge example: (a) constraint graph, vertices are placed at the same place

as the corresponding registers, (b) constraint graph after merge, and (c) value of

attributes after merge.

Phase III; Overlap removal reversed(skewBbox

Inputs:

Output:

[skew,capacitance,bbox] triplets 
from phase II
skewPolygon stack, containing
[skew,cap.,polygon] triplets

[1,C ,[[0,0],[1,2]]]
[2,C ,[[1,1],[2,2]]]
[3,C ,[[0,0],[2,2]]]

1. covered=Ø
2. while skewBbox≠Ø
2.1. [skew,cap.,bbox]=

pop(reversed((skewBbox))
2.2. polygon=coveredc∩bbox 
2.3. covered=covered∪bbox
2.4. push(skewPolygon[skew,cap,polygon])

[2,C ,[[1,1],[2,2]]]
[3,C ,[[0,0],[2,2]]]

[3,C ,[[0,0],[2,2]]]

Fig. 8. Phase III; generating nonoverlapping skew map (a) algorithm description, an

algorithm.
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The circuit floorplan is filled with non-overlapping skew regions
(steps 2.2 and 2.3). Polygon shaped skew regions are constructed
from overlapping regions. A run time example of Phase III is
shown in Fig. 8(b).

Polygon union and intersection operations can be performed in
O(n log(n)) steps using a segmented tree data structure [20],
where n is the total number of polygon segments. Since n¼O

(9GC
V9)¼O(9S9), the computational runtime of this phase is there-

fore quasi-linear, O(9S9log(9S9)).
4.2.4. Final phase IV: Hybrid mesh/tree generation

A clock mesh or unbuffered tree is designed for each of the
non-overlapping skew polygons. Each mesh or tree should satisfy
the skew requirement of the polygon. If the maximum allowed
skew for a specific region is skewmaxallowed, the maximum allowed
variation is dskew

max ox � skewmaxallowed. For each of the non-
overlapping skew polygons, an unbuffered tree is synthesized
and simulated to derive the required characteristics, e.g., delay
variations and slew rate. If the variation target, namely dskew

max , and
the user defined slew rate are satisfied by the unbuffered tree, the
leaves of this unbuffered tree will be connected to all of the clock
sinks within the current skew region. The root of this unbuffered
tree is attached to the closest mesh by the shortest Manhattan
path between this attaching point and the center of mass of the
clock sinks within the current skew region. The center of mass is
the average location of all of the clock sinks, weighted by the sink
capacitances [25]. Let VUBT denote a set of vertices representing
the clock sinks within the current skew region. The center of mass
of these vertices can be expressed as

xcm,ycm

� �
¼

P
vAVUBT

cðvÞxðvÞP
vAVUBT

cðvÞ
,

P
vAVUBT

cðvÞyðvÞP
vAVUBT

cðvÞ

 !
, ð7Þ

where (xcm,ycm) and (x(v),y(v)) denote, respectively, the coordi-
nates in the Manhattan grid of the center of mass, and the clock
sink represented by v. c(v) denotes the capacitance of the sink
represented by v.

Since unbuffered trees consist of only metal interconnect, the
skew variation of these trees is proportional to the interconnect
delay variation. Due to slew rate degradation of the clock signal
along the unbuffered long wires, those skew regions covered with
unbuffered trees are restricted by the area and sink capacitances
[26]. If the target skew variation and slew rate are not achieved
with unbuffered trees, meshes are used. The skew variation is
inversely proportional to the mesh density. The density of each
mesh is therefore tuned to match the required skew variation.
Skew as a function of mesh density has also been discussed in
[10] and [22]. The initial mesh density is bounded using an
approximation from [10] which obtains the maximum skew for
) skew bbox polygon covered [skew,cap,polygon]

1

[1,C ,[[0,0],[0,2],[1,2],[1,0]] ]

2
[2,C ,[[1,1],[1,2],[2,2],[2,1]]]
[1,C ,[[0,0],[0,2],[1,2],[1,0]]]

3 [3,C ,[[1,0],[1,1],[2,1],[2,0]]]
[2,C ,[[1,1],[1,2],[2,2],[2,1]]]
[1,C ,[[0,0],[0,2],[1,2],[1,0]]]

d (b) execution example. The rows are iterations and columns are steps of the
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a given mesh density. The initial mesh is simulated to achieve a
more accurate skew bound. If the skew bound does not meet the
requirements, the mesh density is refined and simulated again.
Optimized pre-drivers are placed by solving a set-covers problem.
The same set-covers approach from [10,11] has been employed.

Johnson’s standard greedy algorithm is employed to solve the
set-covers problem [27]. At each step of Johnson’s algorithm the
subset that covers the largest number of the remaining uncovered
elements is picked up, until all elements are covered. The
complexity of the greedy algorithm is O(9S9 9B9), where S is the
clock sinks set and B is the group of all possible pre-driver buffers
from a predefined buffer locations and library of sizes. The set-
cover database is maintained by a priority queue; hence the
execution run time can be achieved in O(

P
bAB9Sb9), where Sb is the

group of clock sinks that can be covered by the buffer b. On the
other hand O(

P
bAB9Sb9) is equivalent to O(

P
sAS9Bs9), where Bs is the

group of buffers that can drive the sink s. Since each clock sink can
be driven by a finite set of neighboring buffers, 9Bs9 is constant,
and the overall run time complexity of set-covers standard greedy
algorithm is O(9S9), namely linear in the number of clock sinks.

The overall run time for the entire algorithm is quasi-linear in
the number of clock sinks: O(9S9 � log(9S9)). An example output of
the algorithm is illustrated in Fig. 9.
Fig. 9. Example of the proposed hybrid nonuniform mesh/unbuffered tree

structure; (a) The skew map is shown in the background. Darker regions indicate

a tighter variation target. The circular spots are clock sinks, and (b) a 3-D

representation of the network including the driving tree.
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5. Experimental results

To verify the capability of the proposed method to reduce
power and wire length consumed by the mesh architecture, and
to compare these capabilities to previous methods, several
experiments have been conducted. These experiments are
described and the results are discussed in Sections 5.1 and 5.2,
respectively.

5.1. Flow and design environment

The proposed algorithm has been implemented in Perl and
TCL. Experiments have been performed on several circuits from
the ISCAS89 sequential benchmark suite. These benchmark cir-
cuits have been designed using the Virage Logic SiWareTM

standard cell logic library with a 65 nm process operating at a
1 GHz frequency. An RTL representation of the benchmark circuits
has been synthesized into a netlist using Synopsyss Design
Compilers Ultra (DC Ultra) and placed and routed by the
Cadences SoC EncounterTM RTL-to-GDSII System. A TCL hook
procedure is used to construct the constraint graphs, which are
imported into an XML database. The proposed algorithm gener-
ates mesh and pre-driver locations. Unbuffered clock trees are
routed with the Cadences SoC EncounterTM internal clock router.
The Cadences SoC EncounterTM constructs the physical layout.
Results are analyzed using the Cadences Virtuosos UltraSim Full-
Chip Simulator, a transistor-level FastSPICE circuit simulator.
A statistical distribution of the logic paths is also obtained from
Cadences Virtuosos UltraSim advanced Monte Carlo statistical
analysis.

5.2. Results

The results of applying the proposed algorithm to several
benchmark circuits are listed in Table 1. The first five rows list,
respectively, the benchmark name, number of clock sinks, logic
gates, logic paths, and skew regions. The following two row blocks
list, respectively, the total wire length and power consumption.
The experimental parameter x is varied around a typical value.
The granularity of the skew regions is affected by the circuit
characteristics and the user defined threshold vector T. The
distance between subsequent threshold values controls the reso-
lution of the generated skew map. As the distance between
threshold values decreases, the skew regions become finer;
however, the algorithm run time increases due to additional
mesh construction loops. Hence, the threshold vector controls a
design quality versus run time tradeoff. The nominal slew rate is
typically 10% of the clock period [2]; hence the clock slew was
constrained to 100 ps. The experiment evaluates the relationship
among the metal resources, power consumption, and relative
skew tolerance parameter x. As expected, a larger x increases the
wire length and power consumption but reduces the maximum
skew (see Fig. 10(d)). Comparing these results to the methods
proposed in [10,11,], and [21], a typical value of x¼1 improves
the wire length and power dissipation, as depicted in Fig. 10.
As compared to other nonuniform mesh construction methods
without skew tolerance managing capabilities [10,11], the pro-
posed method achieves a 41% average reduction in metal con-
sumption and a 43% average reduction in power dissipation.
Relative to other methods that employ a skew tolerance mana-
ging mechanism but do not use a hybrid clock topology [21], an
8% average reduction in metal consumption and a 9% average
reduction in power dissipation is achieved.

A statistical distribution of the logic path delays based on the
proposed method is compared to [21] and listed in Table 2.
A histogram of the logic path distribution is plotted in Fig. 11.
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Table 1
Results of the proposed algorithm as compared with other approaches [10,11,21].

Test case s9234 s5378 s13207 s15850 s38584 s35932 Average

Clock sinks 135 165 500 566 1426 1728 753

Logic gates 5.6K 2.8K 8K 9.8K 19.2K 16K 10.2K

Logic paths 3.1K 5.4K 12.4K 18.6K 54.5K 43.3K 22.9K

Skew regions 3 3 4 6 8 6 5

Wire Length (mm)

x¼1.1 12,113 19,436 46,533 40,379 156,197 212,638 81,216

x¼1.0 11,713 16,683 47,623 46,139 151,995 218,274 82,071.2

x¼0.9 12,506 19,725 46,893 42,046 161,538 223,442 84,358.3

[10] 33,610 31,009 82,884 84,055 256,567 349,432 139,593

[11] 27,177 24,911 109,538 100,778 262,528 321,293 141,038

[21] 13,376 20,839 51,443 45,628 166,274 239,342 89,483.7

Power (mw)

x¼1.1 4.85 4.12 10.33 11.37 36.23 38.74 17.6

x¼1.0 5.18 4.53 11.71 12.55 37.46 39.81 18.5

x¼0.9 6.7 4.66 12.04 13.53 39.17 42.39 19.7

[10] 8 6.7 20.6 22 65.2 73.5 32.7

[11] 6.7 6.72 23.8 23.8 60.9 74.3 32.7

[21] 5.27 4.84 12.59 13.93 41.18 44.25 20.3

Fig. 10. Proposed method with x¼1 vs. [10,11,21]: (a) wire length, (b) power, and

(c) power and maximum skew vs. relative skew tolerance parameter x.

A. Abdelhadi et al. / INTEGRATION, the VLSI journal ] (]]]]) ]]]–]]]8

Please cite this article as: A. Abdelhadi, et al., Timing–dri
distribution networks, INTEGRATION, the VLSI journal (2013), http:
As shown in this figure, both the proposed method and [21]
successfully bound the maximum skew variation ratio over all
maximum allowed skew constraints by x. Note that the proposed
method shifts the logic path delays toward the bounding value
(x), exhibiting a tighter bound than [21]. A tighter bound means
that the design skew variation is closer to the target value; hence,
reducing the required metal resources and power dissipation.
Hybrid clock topologies therefore can successfully achieve design
targets, while avoiding overdesign.

A statistical distribution of the logic paths is not available for
[10] or [11]; hence, a comparison of the distribution of the logic
path delays is not possible. While [10] and [11] aim to reduce the
overall maximum skew, thereby incurring an overdesign over-
head, the proposed method selectively reduces skew variations to
avoid overdesign, thereby saving metal and power.

The CPU run time of the entire design flow is considerably low.
The largest test case with 1728 clock sinks executes in less than
40 s on a Linux machine with a 4GB of RAM and a 2 GHz Intel
based processor.
6. Conclusions

An efficient graph-theoretic and geometric quasi-linear algo-
rithm for managing clock skew tolerance is presented in this
paper. Skew variations are managed while considering the criti-
cality of the timing of each data path. An algorithm and flow for
planning and synthesizing non-uniform clock meshes are inte-
grated with current CAD tools and demonstrated on a 65 nm
CMOS process and cell library. Experimental results on a set of
benchmark circuits exhibit a 41% average decrease in metal wire
length and a 43% average decrease in power dissipation as
compared to existing methods that do not employ selective
reduction of skew variations. Comparison to other methods with
variation managing techniques using only meshes exhibits an 8%
average reduction in metal consumption and a 9% average
reduction in power dissipation.

These results demonstrate that managing skew tolerance by
wisely prioritizing critical paths saves significant metal resources
and dissipates less power as compared to traditional methods.
Furthermore, hybrid clock structures consisting of both nonuniform
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Table 2

Number of logic paths with respect to the maximum skew variation ratio over all maximum allowed skew constraints (x¼1).

dmax/skewallowed s9234 s5378 s13207 s15850 s38584 s35932 Average

Proposed [21] Proposed [21] Proposed [21] Proposed [21] Proposed [21] Proposed [21] Proposed [21]

0–0.05 65 9 2 5 4 25 11 56 0 311 0 173 14 97

0.05–0.1 23 16 4 16 9 74 24 149 0 654 43 346 17 209

0.1–0.15 1 28 14 27 22 223 48 249 71 981 74 606 38 352

0.15–0.2 5 37 9 38 42 248 22 260 55 1254 178 996 52 472

0.2–0.25 29 40 18 49 32 273 86 335 327 1363 260 1905 125 661

0.25–0.3 26 99 39 70 154 298 134 428 436 1690 346 1602 189 698

0.3–0.35 34 53 32 92 58 310 260 484 382 1799 173 1386 157 687

0.35–0.4 159 65 47 130 72 335 223 632 491 2017 476 2078 245 876

0.4–0.45 102 68 49 173 91 360 195 651 600 2126 563 1949 267 888

0.45–0.5 67 84 50 157 105 372 210 484 763 2344 909 1797 351 873

0.5–0.55 29 43 72 184 25 397 279 502 981 2562 779 2208 361 983

0.55–0.6 108 121 92 340 267 446 428 577 1363 2627 996 2295 542 1068

0.6–0.65 290 174 363 281 880 632 502 688 1744 2671 1126 1819 818 1044

0.65–0.7 215 229 297 340 769 546 744 800 1690 2834 953 2122 778 1145

0.7–0.75 233 189 527 416 546 632 818 688 1962 2889 1559 2641 941 1243

0.75–0.8 316 301 585 524 1029 781 1693 1395 3924 3543 1819 2382 1561 1488

0.8–0.85 483 347 767 502 1562 1141 2734 1637 7903 4197 2815 2901 2711 1788

0.85–0.9 357 456 628 437 2418 1916 4073 2399 12917 4633 5265 3551 4276 2232

0.9–0.95 301 381 767 902 2282 1699 2864 3032 10028 7848 14159 5932 5067 3299

0.95–1 223 282 994 783 1897 1401 3013 2548 7935 5668 9799 4243 3977 2488

Number of logic paths
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Fig. 11. Distribution of the logic paths of the proposed method, compared to [21],

showing the maximum skew variation ratio over all maximum allowed skew

constraints.
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meshes and trees are capable of further reducing power and metal
consumption.

Future improvements of the algorithm are possible. Other
design parameters such as the metal width and layer could be
integrated into the optimization process. Since constraint graph
extraction is computationally expensive, registers at the same
local region could be clustered into one node before extraction.
The algorithm presented here can be adapted to automate
the crosslink insertion process [8,9]. Rather than inserting cross-
links to reduce maximum variations, the crosslinks could be
inserted according to the criticality of the individual data paths.
Please cite this article as: A. Abdelhadi, et al., Timing–dri
distribution networks, INTEGRATION, the VLSI journal (2013), http:
The algorithm presented here targets a mesh for zero skew; useful
skew [17] may also be considered. The selective resource man-
agement idea could be adapted to construct and optimize power
grid networks in addition to clock distribution networks. A power
grid is constructed to satisfy current consumption for each
consumer. This method reduces metal area, hence power grid
capacitance. However, some applications require increased capa-
citance within the power grid for mitigating power supply noise,
so that this method should be employed with care.
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