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ABSTRACT: Using Monte Carlo simulations, we investigate the thermo-
electric properties of disordered organic semiconductors under the premise of
the Gaussian disorder model and its variants. In doing so, we provide much
needed additional dimensions for comparison between these theoretical
frameworks and real systems beyond those based on extensively studied
charge-transport properties and aim to provide a frame-of-reference for rising
interest in these systems for thermoelectric-based applications. To illustrate the
potential existing in the implementation of combined transport and
thermoelectric investigation, we discuss strategies to experimentally deduce a
system’s DOS shape and the temperature dependence of its transport energy (which can discern hopping transport from multiple
trapping transport), infer whether a system’s activation energy originates from inherent energetic disorder or a polaron activation
energy (while deducing the given polaron activation energy), and discerning whether a system’s energetic disorder is spatially
correlated or accompanied by off-diagonal disorder.

SECTION: Energy Conversion and Storage; Energy and Charge Transport

Disordered organic semiconductor based electro-optic
devices have in recent decades been primarily analyzed

with a variety of phenomenological models,1−10 prominent of
which are those stemming from the Gaussian disorder model
(GDM) put forward by Bassler and coauthors.11 The latter’s
wide implementation has, in particular, attracted considerable
attention in recent years, invoking efforts to devise analytic
representations for these models3,6,12−15 and implement them
in practical device simulations.16−20 Their validity and accuracy
have been questioned, nevertheless, despite frequent agreement
between experimental data and model outputs. This is due to
the large number of free parameters that they possess, which
facilitate such agreement, and their deficiency to consistently
account for sets of experiments while keeping all model
parameters constant.
Given these hindrances, in this Letter, we explore a path to

promote deeper understanding and more credible and accurate
representations of the transport process in organic semi-
conductors through substantially reducing the arbitrariness
accompanying experimental analysis of these systems. The path
incorporates the implementation of thermoelectric experiments
in conjunction with transport experiments through which a
considerable increase of the constraints to which models
utilized for experimental data analysis need to abide. Namely,
by adding the Seebeck dimension, the analysis should be more
credible. To initialize this undertaking, we quantitatively study
the thermoelectric properties arising from the GDM and its
variants. Additionally, in doing so, we aim also to address recent
rising interest in the thermoelectric properties of organic
semiconducting systems,21−26 providing such studies with a
simple and accurate theoretical frame-of-reference stemming
from this set of models. To study thermoelectricity under the

premise of the GDM and its variants, we utilize Monte Carlo
simulations (MCS), which enable the attainment of quantita-
tively more accurate and robust results than those previously
obtained through analytic approximations.27,28 Prospects for
elaborate model−experiment comparisons based on combined
thermoelectric and transport measurements aimed toward
attaining deeper understanding and a more accurate
representation of the charge-transport mechanism in these
systems will also be discussed and be presented in the second
part of this Letter.
In this study, the thermoelectric properties of the systems

under investigation were probed via measuring their Peltier
coefficient Π29−31 in the employed MCS.
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In eq 1, σ (E) is the energy-dependent conductivity, σtot =
∫ −∞
∞ σ(E) dE is the total conductivity, EF the quasi-chemical

potential, and q is the carrier charge. In compliance with most
experimental studies that measure the Seebeck coefficient (S),
we use the relation presented in eq 232 to present results in the
form of the system’s Seebeck coefficient
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We recall that the Seebeck coefficient is defined or measured
based on the relation shown in eq 3
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where in eq 3, ΔV is the electrochemical drop within the
system due to the applied temperature drop ΔT and T in eq 2
is the system average temperature.
Simulations were implemented on a three-dimensional cubic

lattice for which periodic boundary conditions were defined.
Each site in the lattice, representing a localized carrier wave
function, was assigned an energy drawn randomly from the
system density of states (DOS), which for concreteness was
taken to be a Gaussian function. We do not expect that the use
of other typical DOS functions attributed to disordered organic
semiconductors will principally alter the results and conclusions
of this study.
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In eq 4, δ is the DOS standard deviation, and N0 is the total
state density.
Charge carrier propagation in the simulations occurred via

stochastic hopping/charge-transfer events between lattice sites,
where the occupancy of a single site by more than one carrier
was prohibited due to the high energy associated with the
Coulomb interaction between two closely placed carriers. For
the sake of comparison between the thermoelectric properties
of bare charge-transport and polaron transport, both Miller−
Abrahams hopping33 and Marcus34 theory charge transfer were
used. These are shown in eqs 5 and 6, respectively.
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Equations 5 and 6 express the hopping rates between site i and
site j, Ei and Ej represent the site energies, rij is the effective
distance between the sites, and KB is the Boltzmann’s constant.
The ν0 in eq 5 is the hopping attempt rate coefficient, and Ea in
eq 6 is the polaron activation energy. The transfer integral J0
connecting sites i and j, appearing in eq 6, was taken to be J0 =
exp(−2γrij), where γ, also appearing in eq 5, represents the
carrier inverse localization length. For the sake of completeness,
we note that alternative expressions to eqs 5 and 6, which have
been imported from extraneous fields in physics, have been
theoretically devised specifically for such systems and
subsequent conductive, and thermoelectric properties resulting
from them have been discussed in refs 31, 35, and 36. These
frameworks are, nevertheless, not within the scope of this
present study.
During a simulation run, every hopping event time and

destination was determined by drawing a random dwell time via
eq 7 for the origin site closest 125 neighboring sites and
selecting the site associated with the shortest drawn dwell time.

τ = −
W

x
1

ln( )ij
ij (7)

Here, x is a number generated randomly within the interval
[0,1]. In all simulations, the system total DOS was N0 = 1021

cm−3, the average distance between nearest-neighboring sites
being a = 10−7 cm and the inverse localization length being γ =
5 × 107 cm−1. All simulations were run under low field
conditions with F = 103 V/cm. More information regarding the
dynamic MCS can be found in refs 11, 15, 37, and 38.
To expand the physical picture, we also included spatial

correlations (correlated GDM) and off-diagonal disorder (off-
diagonal GDM). Spatial correlations were introduced following
ref 1, where initially all sites were assigned energy values Ui
drawn randomly from the DOS function and subsequently were
replaced by the spatially averaged energy values calculated using
eq 8
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In eqs 8 and 9 N is the normalization factor set to yield the
desired DOS standard deviation, and K is the cutoff radius
determining the number of sites over which averaging is
performed.
Off-diagonal disorder, usually attributed to the variability of

molecular orbital orientations and positions in realistic
systems,10,11,39 was introduced following ref 10. Variability of
the transfer integrals corresponding to neighboring molecules
was implemented by drawing the effective distance rij between
nearest-neighboring and next-nearest-neighboring sites ran-
domly from the interval [Rij − Γ,Rij + Γ], where Rij is the
effective distance between sites prior to including the off-
diagonal disorder and Γ is the parameter defining the disorder
magnitude. Unphysically high transfer integrals were pro-
hibited, and a minimum cutoff effective distance of rij = (1/2)a
between sites was enforced.
Measurement of the Peltier coefficient (eq 1) in the

simulations required measuring the system energy-dependent
conductivity function σ(E) and calculating the system’s quasi-
chemical potential via eq 10

∫=
−∞
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where n is the carrier density in the system and f(E,EF) is the
Fermi−Dirac distribution function. Direct measurement of the
energy-dependent conductivity was initially conducted by
maintaining a histogram D(E) of the distances hopped by
carriers along and against the field bias as a function of energy.
When a carrier hopped along (against) the field bias to a site
with energy E, the distance that it hopped was added (reduced)
to (from) D(E). The current density J(E), proportional to
D(E), and the conductivity σ(E), proportional to J(E) via
Ohm’s law, were subsequently calculated. This methodology
was found to be consistent with that in ref 31 given that eq 5
was used to express the carriers’ hopping rates and consistent to
a good approximation provided that eq 6 was used (see eq 5 in
ref 31).
Attaining sufficiently smooth results using the described

methodology required, nevertheless, extremely long simulation
times due to carrier adjacent site oscillations15 and circular
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trajectories. Thus, to circumvent this hindrance, a considerably
more efficient approximate method was devised. In it, only
hopping events in which a carrier hopped into a lattice plane
that it had not previously visited were registered in D(E). (Note
that events in which a carrier arrived to a lattice plane that it
had previously visited, but did so af ter propagating through a
periodic lattice boundary an odd number of times since its last
visit, were accounted for in D(E).)
A comparison between the normalized energy-dependent

conductivity functions σ(E) attained by the two methods
described above is presented in Figure 1. This figure shows the

measured conductivity as a function of energy, σ(E), taking the
center of the DOS as E = 0. Figure 1a presents results for DOS
standard deviation δ = 1KBT0, and Figure 1b shows those for δ
= 3KBT0, where T0 = 298 K and the assumed carrier density was
1017 cm−3. Note that while we indicate absolute charge
densities in the simulations, it is the fraction of the total
DOS (N0) that is of physical importance. The symbols
represent results obtained through the direct method, and the
lines are the results of the approximated, and fast, method. The
square symbols and dotted lines were calculated using the
GDM picture and, round symbols and full lines are the result of

Figure 1. Comparison between the direct (symbols) and approximate (solid and dotted lines) methods for measuring σ(E) under the premise of the
GDM (squares and dotted lines) and the correlated GDM (circles and solid lines) for which K = 3. Results in (a) were obtained from simulations
run with a DOS standard deviation of δ = KBT0 (DOS functions represented with dashed lines), and those in (b) are from simulations run with δ =
3KBT0, where T0 = 298 K. All data were obtained from simulations run at T = 300 K and with carrier density n = 1017 cm−3.

Figure 2. Seebeck coefficient values obtained from MCS (a) as a function of temperature with carier density n = 1017 cm−3 and (b) as a function of
the carrier density at temperature T = 300 K. (c,d) Transport energy Et as a function of carrier density at temperature T = 300 K and as a function of
temperature with carrier density n = 1017 cm−3, respectively. All results were obtained for a system with a Gaussian DOS with standard deviation of δ
= 3KBT0. In all subfigures, diamonds correspond to the GDM, circles to the correlated GDM, with K = 3, triangles to the GDM implemented under
the premise of polaron transport with an activation energy Ea = 0.15 eV, and squares to the off-diagonal GDM, with Γ = 0.7a.
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the correlated GDM model. Good agreement between the
outputs of the two methods can be observed. Using the data in
Figure 1 and eq 1, we calculated the Peltier coefficients
resulting from the direct and approximated method. We found
a deviation of only ∼0.3% for δ = 1KBT0 and ∼2% for δ =
3KBT0 between the two methods. In the context of the present
study, these differences are negligible.
For the rest of the paper, we present results that were

obtained by utilizing the approximate method only to measure
σ(E) . The thermoelectric properties of the GDM were
calculated with the aid of eqs 1, 2, and 10 as a function of
temperature, carrier density, and disorder parameter δ.
Similarly, the thermoelectric properties as a function of the
aforementioned variables were subsequently calculated under
the premise of the GDM variants in which either spatial
correlations in the system’s energetic landscape were
incorporated, off-diagonal disorder was included, or the
Miller−Abrahams hopping expression, eq 5, was replaced
with that of Marcus theory, eq 6. For convenience sake, results

are presented in the form of the absolute values of the
computed Seebeck coefficients and are referred to in the text
for conciseness as the “Seebeck coefficient values” rather than
the “absolute values of the Seebeck coefficients”.
Results in Figure 2 were calculated for disorder parameter δ

= 3KBT0. Figure 2a shows the Seebeck coefficient measured as a
function of temperature (for n = 1017 cm−3), and Figure 2b
shows it as a function of carrier density (for T = 300 K). The
various lines correspond to the different models used. These are
the GDM (diamonds), the correlated GDM (circles), the off-
diagonal disorder GDM (squares), and the GDM under the
premise of polaron transport (triangles). To facilitate the
physical understanding, we show in Figure 2c and d the
corresponding transport energy values deduced using Et =
(∫ −∞

∞ σ(E)E dE/∫ −∞
∞ σ(E) dE).

As Figure 2 shows, the functional form of the Seebeck
coefficient is similar for all of the physical scenarios tested and
cannot be used to experimentally differentiate between them. In
fact, the Seebeck coefficient dependence on carrier density and

Figure 3. (a,c,e) Seebeck coefficient and (b,d,f) transport energy as a function of δ for different physical scenarios. (a,b) Correlated GDM, (c,d) off-
diagonal GDM, and (e,f) the GDM implemented under the premise of polaron transport. All corresponding model parameter values are presented in
subfigure legends.
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temperature exhibited in Figure 2 corresponds qualitatively to
experimental results found in the literature.40−42 Figure 2
teaches us two additional important issues. First, unlike the
mobility43 or the carrier heating phenomena,44 the Seebeck
coefficient is practically not affected by the existence of a
polaron binding energy29 as the differences found are within
the 2% error of our method. Second, spatial correlation or off-
diagonal disorder would decrease and increase the Seebeck
coefficient, respectively. These differences can be understood
with the aid of Figure 2c and d. Incorporating spatial
correlations within the system energetic landscape results in
the lowering of the transport energy and decrease of the
Seebeck coefficient. Alternatively, the inclusion of off-diagonal
disorder in the system results in the rising of the transport
energy and increase of the Seebeck coefficient. Regarding the
GDM itself, transport energy values obtained in this study are
lower by 50−100 meV than transport energy values found in
refs 13 and 14 but do coincide with transport energy values
calculated in ref 15. (We note that as pointed out in ref 45, the
discrepancy between the aforementioned methods results from
a difference in the quantity that is being calculated. Namely,
while here and in ref 15 it is the energy through which most
carrier propagation occurs, in refs 13 and 14, it is the effective
energy affiliated with the rate-determining step of the transport
process.45)
As the degree of disorder varies between materials, we look

into the effect of the disorder parameter, δ. The Seebeck
coefficient and transport energy dependence on the disorder
parameter δ under the premise of the different model variants
for a range of parameter values are presented in Figure 3. The
data were obtained from simulations run at T = 300 K and
carrier density of n = 1017 cm−3. In Figure 3a and b, the
lowering of the transport level and decrease of the Seebeck
coefficient due to the incorporation of spatial correlations
within the system energetic landscape can be seen to be
augmented as δ increases. The predominant effect seems to
follow the actual incorporation of correlations (K = 1), while a
further increase of the spatial correlation parameter leads to a
somewhat weaker effect.
The rising of the transport energy and increase of the

Seebeck coefficient (seen in Figure 3c and d) due to the
inclusion of off-diagonal disorder in the GDM can be seen to
also be augmented as δ increases. Concomitantly, the
incorporation of moderate off-diagonal disorder (Γ = 0.4a)
seems sufficient to give rise to the most noticeable effect, while
further increase of Γ leads to slighter attenuations in the
computed values. The rising of the transport energy due to the
inclusion of off-diagonal disorder can be attributed to the
reduction of approximately half of the distances between
nearest-neighboring sites in the system, thereby rendering
higher-energy sites as more probable hopping destinations.
Conversely, spatial correlations within the system energetic
landscape increase the probability for carriers to locate hopping
destinations nearer in energy to their origin site energy, thereby
leading to an overall decrease of the energies that carriers attain
when propagating through the system.
Figure 3e and f corresponds to Figure 2 as well showing that

Seebeck coefficient and transport energy values obtained from
simulations run with different polaron activation energies are
notably similar to those obtained in simulations of bare charge
carrier transport (eq 5).
Results presented in this Letter manifest the information

contained in the thermoelectric properties of disordered

organic semiconductors regarding charge transport in these
systems. It can, thus, be deduced that conducting combined
thermoelectric and transport experiments would lead to more
robust, accurate, and transparent representations of the charge-
transport process in these systems. To be concrete, we bring
below a few examples of how such a combination can be
beneficially used in experiments.
As a first example, extracting the DOS function within an

organic field effect transistor channel can be done using charge
carrier density-dependent measurements of the Seebeck
coefficient. As seen in Figure 2, the transport energy depends
very weakly on the carrier density up to very high densities;
hence, by measuring the Seebeck coefficient as a function of
gate voltage S(VG), one can deduce the dependence of the
system quasi-chemical potential on the applied gate voltage
EF(VG). Concomitantly, the system carrier density dependence
on the applied gate voltage n(VG) can be obtained using a
methodology such as that utilized in refs 46 and 47.
Consequently, the relation between the carrier density and
the system quasi-chemical potential n(EF) can be deduced and
from it, via eq 10, the system DOS g(E). Moreover, because the
numerical method to calculate the Seebeck coefficient
presented here is fast, it is possible to run it using a varying
DOS function to obtain best fits to real DOS functions, that is,
beyond Gaussian only.
Reports on high-mobility organic materials have resurfaced

the question whether the transport in such materials should be
described as hopping transport or would be better described
using the multiple trapping scenario in the presence of
extended band-like states. On the basis of the results shown
in Figure2, we suggest addressing this question using
temperature-dependent measurements. While within hopping
transport the transport energy is noticeably temperature-
dependent (Figure 2d), the mobility edge in multitrapping
transport is temperature-independent given that the band gap
temperature dependence48 is factored out. Thus, having
established the shape of the DOS either through the above
method or other methods,9,46 it is possible to deduce EF(T) for
a given charge density using a methodology similar to that
presented in ref 49. With this information, the temperature
dependence of the transport energy can be deduced from Et(T)
= qT·S(T) + EF(T), and from it, the nature of the states that are
located in it can be deduced.
An additional prospect arising from the presented results is

the ability to discern the extent to which a system’s activation
energy is associated with energetic disorder or a polaronic
activation energy. The near equality of the transport energy
values corresponding to bare charge transport and polaron
transport reveals that through measuring a system’s transport
and thermoelectric properties, its polaronic activation energy
can be deduced. This is due to the polaronic activation energy
finding manifestation in the mobility of the system (every
carrier step in the system is slowed on average by a factor
proportional to exp(−Ea/KBT)) while finding only very minute,
if at all, manifestation in the system’s Seebeck coefficient, as
seen in Figures 2 and 3.
Assuming that transport can indeed be described using the

GDM and its variants, another immediate implication is the
possibility to examine the consistency of the incorporation of
spatial correlations in the system’s energetic landscape or the
inclusion of off-diagonal disorder with thermoelectric exper-
imental data. The above are known to bear signatures on the
system’s mobility field dependence1,10,11 and, where observed,
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can, using the framework presented here, be cross correlated
with system Seebeck coefficient values. For example, the
attribution of the Pool−Frenkel behavior over a wide range of
fields present in many disordered organic systems to spatial
correlations1 can be reinspected and subsequently strengthened
or refuted. This may be done by extracting the GDM
parameters yielding the best fits to a system’s experimental
mobility field dependence and using the framework presented
here to compare Seebeck coefficient values obtained for the
model with those measured experimentally.
To conclude, in this Letter, we have investigated the

thermoelectric properties of disordered organic semiconductors
under the premise of the GDM and its variants. In doing so, we
have aimed to address recent raising interest in the disordered
organic semiconductors’ potential for thermoelectric applica-
tions and provide new dimensions to quantitatively compare
between the GDM framework and its variants with real
systems. Such comparisons conducted along with standard
transport measurements, as discussed above, bear the potential
to elucidate qualitative aspects regarding the transport process
as well as advance the capabilities to model it more accurately
and credibly.
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