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ABSTRACT
Wavelet expansions have been used recently in numerical solutions of integral equations encountered in various electromagnetic scattering problems. In these solutions one utilizes the power of the wavelet basis functions to localize the problem impedance matrix. Thus, after the impedance matrix has been computed, it can be rendered sparse via a thresholding procedure, and the resultant matrix equation can be solved in more quickly without any significant loss in accuracy. This article proposes a novel approach, where instead of thresholding the impedance matrix in a conventional manner, it is compressed to a reduced-size form. We refer to this new technique as the impedance matrix compression (IMC) technique. In the IMC technique, advantage is taken not only of the fact that the representation of the operator by a suitably selected wavelet basis is sparse, but also of the fact that the representation of both the known excitation and the yet-to-be-determined quantity by this basis is often sparse. The underlying idea is thus that only a few terms of the wavelet expansion will actually suffice to adequately approximate the unknown quantity. These dominant terms are determined based on the wavelet decomposition of the known excitation vector. Thus, rather than attempting to derive all the coefficients in the series expansion, we merely determine the dominant ones by solving a matrix equation that is substantially reduced in size.

1. INTRODUCTION
Integral equations encountered in electromagnetic scattering problems have been recently solved using wavelet expansions [1–5]. When wavelets are used as basis and testing functions, the resulting impedance matrix is localized, compared, for instance, to that obtained based on a pulse expansion. This localization enables the application of a thresholding procedure whereby each element of the matrix whose absolute value falls below a certain threshold level is set to zero. The resultant matrix is sparse, and hence the matrix equation can be solved in much less time. This thresholding of the impedance matrix might introduce errors in the solution, but studies have shown that the number of nonzero matrix elements can be substantially reduced with very little loss in accuracy.

In this article we also consider the incorporation of wavelets into method-of-moments solutions for scattering problems. However, instead of thresholding the impedance matrix in the manner described above, it is compressed to a reduced-size form. We refer to this new technique as the impedance matrix compression (IMC) technique. In the IMC technique, advantage is taken not only of the fact that the representation of the operator by a suitably selected wavelet basis is sparse, but also of the fact that the representation of both the known excitation and the yet-to-be determined quantity by this basis is often sparse. The underlying idea is thus that only a few terms of the wavelet expansion will actually suffice to adequately approximate the unknown quantity. These dominant terms are determined based on the wavelet decomposition of the known excitation vector. Thus, rather than attempting to derive all the coefficients in the series expansion, we merely determine the dominant ones by solving a matrix equation that is substantially reduced in size.

2. FORMULATION
Without loss of generality, let us consider the scalar problem of computing the current $J_z$ on the perimeter of a perfectly conducting $z$-directed cylinder excited by a $TM_z$ wave. The geometry of a sample problem of this kind is described in Figure 1. Applying the EFIE formulation for this scattering problem, we have [6, pp. 149–151]

$$E_{\text{inc}}(r) = \frac{\omega \mu}{4} \int_{\Gamma} J_z(r') H_0^{(2)}(k|r - r'|) \, dr'$$

where $E_{\text{inc}}$ denotes the tangential component of the incident electric field, $H_0^{(2)}$ is the Hankel function of second kind of order zero, $k$ is the wave number, and $r$ and $r'$ are radius vectors in the $xy$ plane to the observation point and to the integration point on the scatterer perimeter $\Gamma$, respectively.

This integral equation is next reduced to a matrix form by the method of moments. First, the unknown current $J_z$ is expanded in a series of wavelet $\psi$-scal’s functions, $\{W_i\}_{i=1}^N$, as

$$J_z = \sum_{i=1}^N A_i W_i$$

where the $\{A_i\}_{i=1}^N$ are constant coefficients to be determined.

Then, a Galerkin’s method is applied and the matrix equation for the problem is readily obtained. We have

$$[\mathbf{Z}]\mathbf{A} = \mathbf{B},$$
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where $[Z']$ is the impedance matrix, $A$ is the vector of unknown current coefficients, and $B$ is the excitation vector.

3. REDUCING THE SIZE OF THE IMPEDANCE MATRIX

Once the matrix equation for the problem is obtained, we proceed toward reducing its size, while minimizing the loss in accuracy, using the following matrix compression procedure. Suppose that only a small number of the wavelet functions in the series expansion (2) is required to accurately represent $J_z$, and that we know how to single these few wavelet functions out. In other word, assume that there exists a subset $(W'(k)_{M=1})$, $M$ being much smaller than $N$, which can represent $J_z$ to an acceptable accuracy. Then we have

$$J_z' = \sum_{k}^{M} A'(k) W'(k),$$

where the primes affixed to $J_z$ and $A'(k)$ indicate that these quantities, although close, are not necessarily identical to their unprimed counterparts. To determine the coefficients $(A'(k)_{M=1})$, we construct a new matrix $[Z']$ comprising only the columns $(W'(k)_{M=1})$ of $[Z]$. The matrix $[Z']$ is substantially smaller in size compared to $[Z]$, and hence the computation of the coefficients $(A'(k))$ is relatively faster.

It is worth mentioning again that the resulting coefficients $(A'(k))_{M=1}$ may differ from their unprimed counterparts. This is due to the fact that although the wavelet basis functions are orthogonal, the field functions these source functions produce are not. Another point worthy of consideration is the possibility of proportionally reducing the number of equations as well. Choosing the equations that can be omitted without having a dramatic effect on the value of the coefficient should generally be done with caution, because one must also ensure that the boundary conditions are still satisfied. In the matrices considered here, the number of rows is taken to be twice the number of columns.

So far we have assumed that we know which are the dominant terms in the wavelet expansion for the unknown current. But one can justifiably argue that in general it is difficult to determine which of the terms will be more dominant. This is where the underlying physics of the problem emerge. As we know from physical optics, the value of the excitation on the surface can be indicative as to the current. But one can justifiably argue that in general it is difficult to determine which of the terms will be more dominant. This is where the underlying physics of the problem emerge. As we know from physical optics, the value of the excitation on the surface can be indicative as to the current. Therefore, the idea is to represent the excitation vector by the wavelet basis functions, determine the indices of the dominant coefficients of this decomposition, and choose the subset of wavelet functions accordingly. Of course, this method is only approximate; moreover, it does not take into account the shadow regions of the body. However, as will be shown in the next section, owing to the apparent correlation between the current and the excitation vectors when they each are expressed in a series of wavelet basis functions, this method is quite useful.

4. NUMERICAL EXAMPLES

To show the advantages of the new approach, we first consider the problem of scattering by a perfectly conducting cylinder of triangular cross section. The incident wave is a TM$_z$ (transverse magnetic) plane wave, and the configuration, with related parameters, is shown in Figure 1. The quantity we wish to determine is the current induced on the cylinder surface. The perimeter of the triangle is divided into 64 pulses. The wavelet basis functions used are the Haar basis functions. The longest basis functions are composed of 2$^6 = 64$ pulses. Thus, the basis function of minimum spatial variation constitutes a constant current along the perimeter. A larger number (128) of testing points is specified on the perimeter.

The three cases, namely, applying a thresholding operation on the original impedance matrix obtained by using pulses as basis functions, applying a similar thresholding operation but on the localized matrix obtained by using wavelet basis functions, and compressing the localized matrix obtained by using wavelet basis functions, are compared with each other in Figure 2. This figure shows a plot of the boundary condition error as a function of the compression level. The boundary condition error is defined as the average square error on the scatterer surface normalized to the average square incident field on the scatterer surface. The compression level conveys a measure of the reduction in the number of impedance matrix elements. Naturally, it has to be defined in a slightly different manner for each of the two approaches. In the conventional thresholding approach, the compression is equivalent to the achieved sparseness level defined as the ratio between the number of zero elements in the resultant matrix and the total number of matrix elements. In the approach proposed here it is defined as the ratio
between the number of elements omitted the impedance matrix is cast into the compressed form, and the number of elements in the original matrix. If one examines Figure 2, it can be noted that, when no compression of the matrix is taking place, neither thresholding nor reduction of size, the three cases produce exactly the same result. However, when compression is applied, the difference in performance is evident, and it is clearly seen that the new method is preferable.

The solution obtained for the current on the scatterer without compression of the impedance matrix, is shown in Figure 3. Additional insight into the new method is given in Figure 4, where the sums of the first few dominant contributors in the series expansion of the current $J_z$ are shown for
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**Figure 3** Surface current magnitude (normalized to incident magnetic field) versus the perimetric length variable $l$
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**Figure 4** Magnitude of $J_z$ along the triangular perimeter obtained by taking partial sums from the 64-term series expansion. Cases considered are for (a) 7 dominant terms (compression level of 98.7%), (b) 13 dominant terms (compression level of 95%), (c) 19 dominant terms (compression level of 90%), and (d) 24 dominant terms (compression level of 81%)

The correlation between the representations of the current and the excitation is examined for pulse and wavelet expansions in Figure 6. Figure 6(a) shows that there is very little correlation between the coefficients of the current and the excitation when they are expanded in a series of pulse functions. On the other hand, from Figure 6(b) one can see that there is a close resemblance between these coefficients when the expansion is in a series of wavelet functions.

One more word is in order about the way the information in the case in which the basis functions are wavelets. In these figures one can literally see how the fine details of the signal are gradually added as more elements in the partial sum are considered. The objective here is merely to exhibit the evolution of the result for the current distribution as more terms are added. Of course, if we keep adding terms, settling for lower compression levels, the result will approach that depicted in Figure 3. Further understanding can be gained by examining the result for the current shown in Figure 5. This result has been obtained upon applying conventional thresholding, which yielded sparsification of exactly the same compression level as that of the case of Figure 4(d). A comparison between Figures 5 and 4(d) gives another clear evidence of the superiority of the proposed approach.

The correlation between the representations of the current and the excitation is examined for pulse and wavelet expansions in Figure 6. Figure 6(a) shows that there is very little correlation between the coefficients of the current and the excitation when they are expanded in a series of pulse functions. On the other hand, from Figure 6(b) one can see that there is a close resemblance between these coefficients when the expansion is in a series of wavelet functions.

One more word is in order about the way the information in the case in which the basis functions are wavelets. In these figures one can literally see how the fine details of the signal are gradually added as more elements in the partial sum are considered. The objective here is merely to exhibit the evolution of the result for the current distribution as more terms are added. Of course, if we keep adding terms, settling for lower compression levels, the result will approach that depicted in Figure 3. Further understanding can be gained by examining the result for the current shown in Figure 5. This result has been obtained upon applying conventional thresholding, which yielded sparsification of exactly the same compression level as that of the case of Figure 4(d). A comparison between Figures 5 and 4(d) gives another clear evidence of the superiority of the proposed approach.

The correlation between the representations of the current and the excitation is examined for pulse and wavelet expansions in Figure 6. Figure 6(a) shows that there is very little correlation between the coefficients of the current and the excitation when they are expanded in a series of pulse functions. On the other hand, from Figure 6(b) one can see that there is a close resemblance between these coefficients when the expansion is in a series of wavelet functions.

One more word is in order about the way the information in the case in which the basis functions are wavelets. In these figures one can literally see how the fine details of the signal are gradually added as more elements in the partial sum are considered. The objective here is merely to exhibit the evolution of the result for the current distribution as more terms are added. Of course, if we keep adding terms, settling for lower compression levels, the result will approach that depicted in Figure 3. Further understanding can be gained by examining the result for the current shown in Figure 5. This result has been obtained upon applying conventional thresholding, which yielded sparsification of exactly the same compression level as that of the case of Figure 4(d). A comparison between Figures 5 and 4(d) gives another clear evidence of the superiority of the proposed approach.

The correlation between the representations of the current and the excitation is examined for pulse and wavelet expansions in Figure 6. Figure 6(a) shows that there is very little correlation between the coefficients of the current and the excitation when they are expanded in a series of pulse functions. On the other hand, from Figure 6(b) one can see that there is a close resemblance between these coefficients when the expansion is in a series of wavelet functions.

One more word is in order about the way the information in the case in which the basis functions are wavelets. In these figures one can literally see how the fine details of the signal are gradually added as more elements in the partial sum are considered. The objective here is merely to exhibit the evolution of the result for the current distribution as more terms are added. Of course, if we keep adding terms, settling for lower compression levels, the result will approach that depicted in Figure 3. Further understanding can be gained by examining the result for the current shown in Figure 5. This result has been obtained upon applying conventional thresholding, which yielded sparsification of exactly the same compression level as that of the case of Figure 4(d). A comparison between Figures 5 and 4(d) gives another clear evidence of the superiority of the proposed approach.

The correlation between the representations of the current and the excitation is examined for pulse and wavelet expansions in Figure 6. Figure 6(a) shows that there is very little correlation between the coefficients of the current and the excitation when they are expanded in a series of pulse functions. On the other hand, from Figure 6(b) one can see that there is a close resemblance between these coefficients when the expansion is in a series of wavelet functions.

One more word is in order about the way the information in the case in which the basis functions are wavelets. In these figures one can literally see how the fine details of the signal are gradually added as more elements in the partial sum are considered. The objective here is merely to exhibit the evolution of the result for the current distribution as more terms are added. Of course, if we keep adding terms, settling for lower compression levels, the result will approach that depicted in Figure 3. Further understanding can be gained by examining the result for the current shown in Figure 5. This result has been obtained upon applying conventional thresholding, which yielded sparsification of exactly the same compression level as that of the case of Figure 4(d). A comparison between Figures 5 and 4(d) gives another clear evidence of the superiority of the proposed approach.
is displayed in the figure. The elements in Figure 6(b) are ordered in accordance with the conventional wavelet-coefficient scheme; namely, the first 32 coefficients are the coefficients of the shortest wavelets, those of length $2^1 = 2$. The next 16 coefficients, numbered 33–48, correspond to wavelets of length $2^2 = 4$, and so on. This configuration allows us to identify different regions of the scatterer with the associated coefficients. Thus, for example, the shadow region, which ranges between $l = 1$ and $l = 2$, is clearly identified.

It is important to stress again that regions that are in the shadow of the scatterer are not reflected in the excitation vector. This is because the excitation vector is related to the incident field calculated with the scatterer absent, and hence the interception due to the scatterer is not manifested in the excitation vector. In the discussed example, the excitation vector is simply constant over the shadow region, which implies that all the wavelet functions, which are not constant in this region, will have zero coefficients in the excitation vector series expansion.

The second example deals with a different geometry and a different excitation. The analysis is now applied to the problem of scattering by a perfectly conducting cylinder of square cross section. The excitation is due to two adjacent current filaments of equal magnitude and opposite polarity. The configuration, with related parameters, is shown in Figure 7. The quantity we wish to determine is the current on the surface of the cylinder. For the numerical solution, the square is also divided into 64 pulses, and a larger number (128) of testing points is selected. The three distinct ways of compressing the impedance-matrix are compared with each other in Figure 8, in a manner similar to that discussed before. Again, the differences in performance are clearly seen. Figure 9 shows the resultant current on the scatterer, when no compression is performed. Figure 10 compares between the pulse and wavelet representations of the current and the excitation. The correlation is again much better for the wavelet representation.

5. SUMMARY AND CONCLUSIONS

In this article we have described a new method for the incorporation of the wavelet basis functions into existing numerical solvers. The new method deals with a new way of reducing the size of the impedance matrix. Thus, instead of using a thresholding procedure, a selective reduction is performed based on the physical understanding of the problem.
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ABSTRACT
Elliptical waveguides and irises are important for application in wideband filters and advanced dual-mode devices. In this Letter we present a general formulation for the multimode equivalent network representation of planar waveguide junctions involving elliptical waveguides. The modes of the elliptical waveguide are obtained by transforming the Helmholtz equation in elliptical coordinates into an equivalent linear matrix eigenvalue equation so that the use of Mathieu functions is avoided. Finally, numerical and experimental results for a number of junctions are presented, and good agreement is found.

I. INTRODUCTION
Elliptical waveguides have already been analyzed in the technical literature, and there are, in fact, several papers discussing the evaluation of their modes [1–6]. However, no contribution is actually available (to the authors' knowledge) for the study of planar waveguide junctions involving elliptical waveguides.

In this work we develop a multimode equivalent network representation for junctions involving elliptical, rectangular, and circular waveguides based on the multimode admittance coupling matrix [10]. Furthermore, we also develop an efficient approach to obtain the modal spectrum in elliptical waveguide regions, in order to avoid the direct use of the Mathieu functions. Finally, several application examples are discussed, showing very good agreement between measured and simulated results.

II. MULTIMODE EQUIVALENT NETWORK REPRESENTATION OF JUNCTIONS INVOLVING ELLIPTICAL WAVEGUIDES

The problem investigated in this article is the junction between a larger arbitrary waveguide (Region 1) and a smaller elliptical waveguide (Region 2), as shown in Figure 1. For the sake of space, only circular, rectangular, and elliptical waveguides are discussed. The objective is to develop a multimode equivalent network representation (of the type shown in Figure 1) that can be used to study complex waveguide devices composed of cascaded junctions. Following [10], we first define two reference planes denoted as T and T', as shown in Figure 1, and we then write directly the expressions for the admittance coupling matrix elements, obtaining

\[
Y_{m,n}^{(1,1)} = Y_{m,n}^{(2,1)} \sum_{k=1}^{L} Y_{m,n}^{(k)} \cot(\beta_{k}^{(1)} L) \delta_{m,n},
\]

where

\[
Y_{m,n}^{(l)} = Y_{m,n}^{(2,1)} \sum_{k=1}^{L} Y_{m,n}^{(k)} \cot(\beta_{k}^{(l)} L) \delta_{m,n},
\]

for the admittance coupling matrix elements, obtaining

\[
Y_{m,n}^{(1,1)} = Y_{m,n}^{(2,1)} \sum_{k=1}^{L} Y_{m,n}^{(k)} \cot(\beta_{k}^{(1)} L) \delta_{m,n},
\]

\[
Y_{m,n}^{(2,2)} = Y_{m,n}^{(1,1)} \sum_{k=1}^{L} Y_{m,n}^{(k)} \cot(\beta_{k}^{(2)} L) \delta_{m,n},
\]

for the admittance coupling matrix elements, obtaining

\[
Y_{m,n}^{(1,1)} = Y_{m,n}^{(2,1)} \sum_{k=1}^{L} Y_{m,n}^{(k)} \cot(\beta_{k}^{(1)} L) \delta_{m,n},
\]

\[
Y_{m,n}^{(2,2)} = Y_{m,n}^{(1,1)} \sum_{k=1}^{L} Y_{m,n}^{(k)} \cot(\beta_{k}^{(2)} L) \delta_{m,n},
\]

\[
T \text{ reference plane} \quad T' \text{ reference plane}
\]

Figure 1 Discontinuity between an arbitrary cross section (Region 1) and elliptical (Region 2) waveguides analyzed in this work together with its multimode equivalent network representation.