Optimized split-step method for modeling nonlinear pulse propagation in fiber Bragg gratings
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We present an optimized split-step method for solving nonlinear coupled-mode equations that model wave propagation in nonlinear fiber Bragg gratings. By separately controlling the spatial and the temporal step size of the solution, we could significantly decrease the run time duration without significantly affecting the result accuracy. The accuracy of the method and the dependence of the error on the algorithm parameters are studied in several examples. Physical considerations are given to determine the required resolution. © 2008 Optical Society of America
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1. INTRODUCTION

Nonlinear effects and soliton propagation in fiber Bragg gratings (FBGs) have been extensively studied theoretically and experimentally [1–14]. Solitonic effects in such systems can be used for obtaining pulse compression [1,2], optical switching [3], optical AND gates [4–6], and for demonstrating the propagation of solitons with a slow group velocity [7,8]. To improve the performance of devices that are based on FBGs, there is a need to design and to represent the grating structure. Nonlinear coupled-mode equations (NLCME) are used to model pulse propagation in nonlinear FBGs [9,12]. Two main numerical methods have been used to solve NLCME. The first is based on a numerical integration using implicit fourth-order method Runge–Kutta (RK) [13] and the second is based on using the split-step method [14]. The RK and split-step methods give results of similar accuracy when applied to the propagation of a single soliton. However, the computational run time of the split-step method is shorter by a factor of 20. However, even when the split-step method is used for designing gratings, the run time may remain of the order of several hours. Therefore, the performance optimization of nonlinear devices based on FBGs is limited.

In previous works, with both the RK integration and the split-step methods, a discrete solution of the NLCME with a temporal step size \( \Delta T \) and a spatial step size \( \Delta Z \) is used to represent the field envelope. The spatial and temporal step sizes are related to the group velocity \( V_g \) of the pulses in the absence of the grating by the equation \( \Delta Z = V_g \Delta T \).

In this paper, we present an optimized split-step method (OSSM) for solving the NLCME numerically. An OSSM is a split-step method that does not require a direct relationship between temporal and spatial step sizes. The split-step method requires that a nonlinear and linear operator be solved separately in each iteration. We have found a generalized solution of the nonlinear operator and we use this solution in the OSSM. We have discovered that, with this new generalized solution, the spatial step size can be increased substantially without significantly affecting the accuracy of results. Hence, when applied to some important problems, the run time can be reduced by up to a hundredfold.

The spatial step size can be changed dynamically along the grating when using OSSM. When studying soliton launching, we could increase the spatial step-size beyond \( V_g \Delta T \) by a factor of up to 100 in the uniform part of the grating. This also significantly reduced the run time in this region by a factor of up to \( \sim 100 \). Noticeably, there was no significant decrease in the accuracy of the solution. In highly nonuniform grating regions the spatial resolution should be of the same order as \( \Delta Z = V_g \Delta T \). The overall run time for studying the launching was decreased by a factor of \( \sim 3.4 \).

We have demonstrated the use of OSSM for modeling soliton propagation, two-soliton interaction, optical bistability, and gap-soliton launching in FBGs. The dependence of the error on the spatial and the temporal resolution was studied for a single soliton propagation. In this example, an increase in temporal step size increased error primarily in the location of the soliton. On the other hand, we found that the increase in the error in soliton speed was small. This is not contradictory, since even small errors in soliton speed will result in large errors in soliton location after a sufficiently long passage of time. We show that the Richardson extrapolation may be used to decrease the run time slightly. To eliminate errors due to waves that are backreflected by the grating, an absorptive boundary window should be used at the grating ends.

2. THEORY

The NLCME
\[ f(x) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} e^{-\frac{(t-x)^2}{2}} dt \]
\[ \int_{r_{m}}^{r_{m}+h} N_{r}(r, r') \, dr' = \frac{1}{2} h [N_{r}(r, r) + N_{r}(r, r + h)]. \]

\[ \int_{r_{m}}^{r_{m}+h} N_{r}(r, r') \, dr' = \frac{1}{2} h [N_{r}(r, r) + N_{r}(r, r + h)]. \]

(15)

The trapezoid approximation has a local third-order error. Transforming the result back to the original coordinates \((z, t)\) yields the solution of the nonlinear propagation:

\[ u_{z}(z, t + \Delta T) = e^{\frac{i}{2}[N_{z}(z, t + \Delta T)]} u_{z}(z, t). \]

(16)

The solution of the symmetrized OSSM is given by
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3. NUMERICAL RESULTS

We will demonstrate the advantages of the OSSM in solving four different problems. In three of the problems, the length of the grating is infinite. These problems are the propagation of a soliton, the collision of two solitons, and the launching of a soliton. In our simulation, we used a spatial window with finite width $L$ of the order of tens of centimeters.

In FBGs, the speed of solitons is sometimes significantly lower than the speed of dispersive waves that propagate in the grating. This is a physical phenomenon. Dispersive waves are sometimes generated during the interaction of solitons or when launching a soliton. However, in the simulation, when dispersive waves arrive at the boundaries of the window, they may be falsely modeled to be backreflected. Also, due to aliasing in the fast Fourier transform (FFT) operation in Eq. (20), dispersive waves may be falsely modeled to reenter the opposite side of the window. In case of infinite gratings, such waves should simply exit the spatial region in which solitons are concentrated. Therefore, dispersive waves may be simulated incorrectly.

The simplest way to overcome these problems is, at each propagation step, to multiply the fields by an absorbing window [18–20]. In our simulations we used this approach with a window function given by

$$W(z) = \begin{cases} \sin^{1/2} \left[ \pi \left( \frac{z + L}{2} \right) / (2L_a) \right] & \frac{L}{2} \leq z \leq \frac{L}{2} + L_a \\ 1 & \frac{L}{2} + L_a \leq z \leq \frac{L}{2} - L_a \\ -\sin^{1/2} \left[ \pi \left( \frac{z - L}{2} \right) / (2L_a) \right] & \frac{L}{2} - L_a \leq z \leq \frac{L}{2} \end{cases}$$

(22)

where $L$ is the width of the window, and $L_a$ is the width of each absorbing layer. The location of the grating region in which the fields are of interest is $-L_w/2 \leq z \leq L_w/2$, where $L_w < (L - 2L_a)$. In the following examples we required that $L - L_w \geq 10W_m$, where $W_m$ is the maximum spatial full width at half-maximum (FWHM) of the propagating pulses’ intensity.

Another method commonly used to overcome the boundary reflection problem is to add a perfectly matched layer (PML) [21]. This method has been applied recently in FBGs [22]. Although this method reduces the reflection effects, it requires the solution of an additional propagation equation in the matched layer. Hence, it is more computationally demanding.

A. Propagation of a Soliton

In the first example, we compared the split-step solution given in Eq. (6) to the known one-soliton solution that describes the propagation of a single soliton in an infinite uniform grating [9]. The coupling coefficient and the nonlinear coefficients of the grating were equal to $\kappa = 9000 \text{ m}^{-1}$ and $\Gamma = 5 \text{ km}^{-1} \text{ W}^{-1}$, respectively. The effective refractive index in the absence of the grating was equal to $n = 1.45$. The soliton parameters, as defined in [11], were $(\delta, \nu) = (0.02, 0.12)$. The input soliton had a spatial FWHM of $W_S = 9.72 \text{ mm}$ and a peak power of $478.8 \text{ W}$. The frequency offset relative to the Bragg frequency of the grating was equal to $298.46 \text{ GHz}$. We compare the result of the nonsymmetrized OSSM to the analytical one-soliton solution given in [9]. To simulate an infinite grating we used the window function of Eq. (22). The parameters were chosen as follows: $L = 40 \text{ cm}$, $L_w = 30 \text{ cm}$, and $L_a = 2 \text{ cm}$. We define the relative error between the analytical one-soliton solution $I_1(z, t)$ and the numerical solution $I_2(z, t)$ at time $t$ by

$$\varepsilon = \frac{\|I_1 - I_2\|}{\|I_1\|},$$

(23)

where $\|I_i(z, t)\| = \int |I_i(z, t)|^2 \, dz^{1/2}$ ($i = 1, 2$) and $I_i(z, t) = |u_{i,1}(z, t)|^2 + |u_{i, 2}(z, t)|^2$. Figure 1 compares the results obtained using nonsymmetrized OSSM with a spatial step size of $\Delta Z = V_g \Delta T$ (dashed-dotted curve) and $\Delta Z$.
The temporal step size in both cases was equal to \( \Delta T = W_S/(2400 V_g^2) \), where \( W_S \) is the spatial FWHM of the soliton. The comparison was performed at \( t = 5.45 \) ns, which corresponds to a propagation of the soliton through a distance of 13.5 cm inside the grating. The relative error was equal to 0.964% for a spatial step size of \( \Delta Z = V_g \Delta T \) and 0.9641% for a spatial step size of \( \Delta Z = 60 V_g \Delta T \). The increase of the spatial step size made it possible to decrease the run time from 6 h into only 8 min while keeping a similar accuracy.

Figure 2 compares the results obtained using different temporal step sizes of \( \Delta T = W_S/(1600 V_g^2) \), \( W_S/(800 V_g) \), \( W_S/(4000 V_g^2) \), and \( W_S/(200 V_g^2) \). The spatial step size in all cases was kept constant, \( \Delta Z = W_S/40 \). The comparison was performed after the soliton propagated through a distance of 13.5 cm inside the grating. The figure shows that as the temporal step size increases, the error in the soliton amplitude and in the soliton location increases. Figure 3 shows the global relative error as a function of the normalized temporal step size, \( \Delta TV_g/W_S \), after the soliton has propagated through a distance of 13.5 cm inside the grating. The nonsymmetrized OSSM made it possible to keep in all the calculations a constant spatial step size of \( \Delta Z = W_S/40 \). The figure indicates that when the propagation of a single soliton is calculated, the relative error approximately depends on the square of the temporal step size. Therefore, the global error is of the order of \( O((\Delta T)^2) \) rather than an error of the order of \( O(\Delta T) \) as one may expect, since we used the nonsymmetrized split-step method given in Eq. (6). A similar dependence of the error was also found in the next example, where a two-soliton interaction was studied.

We define the amplitude error or the relative error in the peak intensity at time \( t \) as

\[
e = \frac{|P_1 - P_2|}{P_1},
\]

where \( P_i = \max_z[I(z,t)] \) \((i = 1, 2)\) is the maximum intensity at time \( t \) calculated using the explicit one-soliton solution \((i = 1)\) [9] and by using the OSSM \((i = 2)\). The results were compared at \( t = 5.45 \) ns, where \( P_1 = 478.8 \) W. The relative error in the soliton location at \( t = 5.45 \) ns is defined by

\[
e_z = \frac{|Z_1 - Z_2|}{W_S},
\]

where \( Z_i = \int_0^Z I(z,t)dz \) \((i = 1, 2)\) is the first-order moment of the soliton position at \( t = 5.45 \) ns, and \( Z_1 \) is the exact soliton location that is equal to 21.54 cm. The results obtained in Fig. 4 indicate that for a single soliton

Fig. 2. (Color online) Comparison between the intensity of the explicit one-soliton solution (solid curve) and the numerical solution that was calculated using nonsymmetrized OSSM with a temporal step size of \( \Delta T = W_S/(1600 V_g^2) \) (dashed curve), \( \Delta T = W_S/(800 V_g) \) (dashed–dotted curve), \( \Delta T = W_S/(4000 V_g^2) \) (dotted curve), and \( \Delta T = W_S/(200 V_g^2) \) (left-pointing triangle marker). The comparison was performed after the soliton had propagated a distance of 13.5 cm along the grating. The spatial step size was equal to \( \Delta Z = W_S/40 \).

Fig. 3. (Color online) Relative error, defined in Eq. (23), between the explicit one-soliton solution and the numerical results as a function of the temporal step size, \( \Delta TV_g/W_S \), calculated after the soliton has propagated a distance of 13.5 cm along the grating. The spatial step size was equal to \( \Delta Z = W_S/40 \), where \( W_S \) is the spatial FWHM of the soliton. The solid line is a least-square mean error linear fit: \( \ln(e) = 1.9708 \ln(\Delta TV_g/W_S) + 15.228 \).

Fig. 4. (Color online) Relative error between the explicit one-soliton solution and the numerical results of the output soliton amplitude (solid curve) and the output soliton position (dashed curve) as a function of the temporal step size, \( \Delta T \), calculated after the soliton has propagated a distance of 13.5 cm along the grating. The spatial step size was equal to \( \Delta Z = W_S/40 \).
propagation, as the temporal step size decreases, the error in the soliton location converges more quickly than the error in its amplitude. A similar behavior of the error was obtained in all the examples analyzed in this work. The error in the speed of the soliton is defined by

$$e_v = \frac{1}{v V_g} \frac{|\Delta Z(t_2) - \Delta Z(t_1)|}{t_2 - t_1}, \quad (26)$$

where $t_2 = 5.45$ ns, $t_1 = 2.63$ ns, $v = 0.12$, $\Delta Z(t) = Z(t) - Z_0(t)$, $Z(t)$ is the first-order moment of the soliton position at time $t$, and $Z_0(t)$ is the exact soliton location at time $t$. The relative errors in the speed were equal to 0.4%, 0.1%, and 0.004% for a temporal step size of $\Delta T = W_S/(4000 V_g)$, $\Delta T = W_S/(6000 V_g)$, and $\Delta T = W_S/(8000 V_g)$, respectively. The spatial step size was kept constant in all cases, $\Delta Z = W_S/40$. The results indicate that the error in the soliton speed is very small. However, this error is accumulated and it may cause an error in the soliton location, as can be observed in Fig. 4.

Since the small error in the soliton location usually does not have a significant physical meaning, one may increase the temporal step size and ignore the very small error in the soliton speed. However, the inaccuracy in the soliton location may significantly affect the error, as defined in Eq. (23).

The result shown in Fig. 1 indicated that, using the nonsymmetrized OSSM, we can increase the spatial step size $\Delta Z$ beyond $V_g/\Delta T$ without a significant increase in the error. We have also checked the possibility of improving the result's accuracy by using the Richardson extrapolation [15,23]. This method was previously used to decrease the simulation run time when solving the NLS equation [15]. The Richardson extrapolation is based on propagating the solution in the time domain using a fine resolution $\Delta T$ and a coarse resolution $2\Delta T$.

Since the global error that was obtained in Fig. 3 was of the order of $O(\Delta T^2)$, we have implemented the Richardson extrapolation, assuming a local error of the order of $O(\Delta T^3)$. After performing the Richardson extrapolation, the local error is expected to be of the order of $O(\Delta T^4)$. We have verified that if we implement the Richardson extrapolation using coefficients that correspond to a local error of $O(\Delta T)^2$ or $O(\Delta T)$, the global error only increases compared to that obtained without using the extrapolation. Assuming a local error of the order of $O(\Delta T^3)$, the Richardson extrapolation is implemented using the connection [23]

$$u_\epsilon(z,t+2\Delta T) = \left(\frac{8}{7}\right) u_\epsilon^1(z,t+2\Delta T) - \left(\frac{1}{7}\right) u_\epsilon^2(z,t+2\Delta T) + O(\Delta T^4), \quad (27)$$

where $u_\epsilon^1(z,t)$ and $u_\epsilon^2(z,t)$ are the solutions using the fine and the coarse resolution, respectively. By using the Richardson extrapolation with a fine temporal step size of $\Delta T = W_S/(6400 V_g)$ and a spatial step size of $\Delta Z = W_S/40$, we obtained a relative error of 0.02% compared to an error of 0.13% that was obtained without using the Richardson extrapolation for a temporal step size of $\Delta T = W_S/(6400 V_g)$. Therefore, the Richardson extrapolation improves the accuracy compared to that obtained using the fine resolution. However, the Richardson extrapolation also increased the run time to 18 min compared to a run time of 10 min that was obtained using the solution with the fine resolution. Similar results were obtained for a fine resolution of $W_S/(1600 V_g)$ and for a spatial step size $\Delta Z = W_S/40$. The Richardson extrapolation enabled us in this case to reduce the error from 2.17% to 1.2%, while the run time increased from 7.5 to 11.5 min. We could also decrease the error to 0.96% without using the Richardson extrapolation by decreasing the temporal step size to $\Delta T = W_S/(2400 V_g)$. The run time in this case was equal to 14 min. The results obtained indicate that the use of the Richardson extrapolation enables one to only slightly decrease the run time, while the use of the OSSM with a large spatial step size enables one to significantly decrease the run time without a significant increase in the result error, as shown in Fig. 1. We would also like to note that the Richardson extrapolation made it possible to increase the result’s accuracy only when the fine temporal step size was lower than $\Delta T = W_S/(1600 V_g)$.

B. Collision of Two Solitons

In the second example, we study the collision of two solitons in an infinite uniform grating with a coupling coefficient $\kappa=9000 \text{ m}^{-1}$. The nonlinear coefficient was equal to $\Gamma = 5 \text{ km}^{-1} \text{ W}^{-1}$ and the effective refractive index in the absence of the grating was equal to $n = 1.45$. To simulate infinite grating, we used the window function of Eq. (22). The parameters were chosen as follows: $L = 105$ cm, $L_w = 85$ cm, and $L_n = 5$ cm. The soliton parameters, as defined in [11], were $(\tilde{\beta}_1, \nu_1) = (0.022, 0.1)$, $(\tilde{\beta}_2, \nu_2) = (0.02, 0.12)$. At $t = 0$, the spatial separation and the phase differences between the solitons’ peaks were 6 cm and 0 rad, respectively. The input solitons had a spatial FWHM of 8.86 and 9.72 mm. The peak power of the two input solitons and their frequency offset relative to the Bragg frequency were equal to 582 W, 478.8 W, 297.78 GHz, and 298.46 GHz, respectively.

Figure 5 shows the interaction calculated using the
nonsymmetrized OSSM given in Eq. (13) for a spatial step size \( \Delta Z = W_S/80 \) and a temporal step size \( \Delta T = W_S/(800V_g) \), where \( W_S = 8.86 \text{ mm} \) is the spatial FWHM of the shorter soliton.

We have studied the convergence of the solution as a function of the temporal step size as performed in the previous example. Figure 6 compares the output intensity obtained at the end of the interaction at \( t = 25.52 \text{ ns} \) using different temporal step sizes of \( \Delta T = W_S/(8000V_g) \) (solid curve), \( \Delta T = W_S/(1600V_g) \) (dashed–dotted curve), and \( \Delta T = W_S/(800V_g) \) (dashed curve), where \( W_S = 8.86 \text{ mm} \) is the input spatial FWHM width of the shorter soliton. The spatial step size was equal in all the calculations to \( \Delta Z = W_S/40 \). The figure indicates that when the temporal step size is equal to \( \Delta T = W_S/(8000V_g) \), the error is mainly caused due to a slight shift in the soliton locations. The run time in this case is equal to 1 h compared to a run time of 10 h using a temporal step size of \( \Delta T = W_S/(80000V_g) \). Since the small shift in the solitons location usually does not have a physical significance one may use the larger temporal step size in order to decrease the run time.

Figure 7 compares the intensity of the two solitons after the interaction calculated using the nonsymmetrized OSSM given in Eq. (13) (dashed curve) with the results of the symmetrized OSSM given in Eq. (17) (solid curve). The spatial and the temporal step sizes were equal to \( \Delta Z = W_S/800 \) and \( \Delta T = W_S/(800V_g) \), respectively. At the end of the interaction at \( t = 25.52 \text{ ns} \), the relative error between the results was equal only to \( \epsilon = 0.007\% \). Thus, we ascertained that the relative error between the nonsymmetrized OSSM and the symmetrized OSSM is very small. This result was also verified for all the other examples given in this manuscript. Since the relative error between the two implementations is very low, we used the nonsymmetrized OSSM throughout the manuscript.

The nonsymmetrized OSSM makes it possible to increase the spatial step size and hence to significantly reduce the run time without a significant increase in error. To verify that the spatial step size \( \Delta Z \) may be significantly increased compared to \( V_g\Delta T \) without a significant increase in the error, we have analyzed the soliton interaction using a spatial step size \( \Delta Z = 10 V_g \Delta T \). The temporal step size \( \Delta T = W_S/(800V_g) \) was the same as that used in Fig. 7. Figure 8 compares the pulse intensity obtained using the higher spatial step size, \( \Delta Z = 10 V_g\Delta T \) (solid curve), to that obtained using the lower spatial step size, \( \Delta Z = V_g\Delta T \) (dashed curve). The relative error at the end of the interaction at \( t = 25.52 \text{ ns} \) was equal to \( \epsilon = 0.49\% \). By increasing the spatial step size \( \Delta Z \) by a factor of 10, the run time decreased from 12 to 2 h without a significant increase in the error. The main reason that the time reduction that was obtained is less than the ratio between the two step sizes is that in the case when \( \Delta Z \neq V_g\Delta T \), the spatial shift operation is implemented using FFT instead of just shifting an array and adding zeros.

We calculated the average speed of each soliton after the interaction as a function of the temporal step size. The average speed is defined as \( \langle v \rangle = \frac{Z_i(t_2) - Z_i(t_1)}{t_2 - t_1} \), where \( i = 1, 2, t_1 = 22.1 \text{ ns}, t_2 = 25.5 \text{ ns} \). The solitons' parameters are the same as in Fig. 5.
ation of the $i$th soliton at $t=t_1$, and $Z_i(t_2)$ is the location of $i$th soliton at $t=t_2$. The spatial step size was equal to $\Delta Z=W_s/40$. Using a temporal step size $\Delta T=W_s/8000\nu_g$, the speed of the first soliton ($i=1$) was equal to $0.1196\nu_g$, and the speed of the second soliton was equal to $0.0997\nu_g$. Using a temporal step size $\Delta T=W_s/1600\nu_g$, the speeds of the two solitons were $0.1199\nu_g$ and $0.0999\nu_g$. Using a temporal step size of $\Delta T=W_s/8000\nu_g$, the speeds of the two solitons were equal to $0.12\nu_g$ and $0.0999\nu_g$. Therefore, as obtained in the simulation of a single soliton, the error in the solitons’ velocity is very small.

We compared the results after the interaction at $t=25.52$ ns using different widths of the window function. The temporal and the spatial step sizes were equal to $\Delta T=W_s/1600\nu_g$ and $\Delta Z=W_s/40$, respectively. The widths of the window function were changed between 105 to 155 cm. The width of the absorbing layer was equal to $L_a=5$ cm. The solution for different window widths was compared to that obtained using a window of 155 cm. The relative errors obtained for window widths of $L=135$, 125, 115, and 105 cm were equal to $\varepsilon=0.0033\%$, $0.0038\%$, $0.0034\%$, and $0.0053\%$, respectively. Therefore, a window with a length of $L=105$ cm, as used in Figs. 5–8, is sufficient for obtaining an accurate result.

C. Bistability
In the next example we use the nonsymmetrized OSSM for analyzing a device with bistable behavior. The analyzed device had the same parameters as given in [3]. The grating had a length of $L=1$ m, a nonlinear coefficient of $\Gamma=0.1$ m$^{-1}$ W$^{-1}$, and a coupling coefficient of $\kappa=5$ m$^{-1}$. The input wave was a continuous-wave signal with a detuning $\Delta\nu=640$ ps. The incident pulse had a spatial width $\Delta z=0.005$ mm and $\Delta Z=0.005$ mm in the uniform region. To increase the spatial step size $\Delta Z$ in the uniform region of the grating, we have tracked the location of the signal peak along the propagation. When the location of the peak intensity was 30 mm inside the uniform grating section, the spatial step size was increased to 1 mm and the increase in the spatial step size $\Delta Z$ did not add a significant error. The relative error between the two results was equal to 1%. However, the increase in the spatial step size by a factor of 4 enabled the reduction of run time from 18 to 6.4 h. We note that in [3] a similar bistable curve was obtained using a direct numerical integration of the NLCME.

D. Launching of a Soliton
In the last example, we use the nonsymmetrized OSSM for analyzing the launching of a gap soliton. The grating consists of an apodization region that is used to efficiently launch the soliton in a uniform region where the soliton propagates. The apodization segment had a quarter-period sine profile with a length $L_1=2$ cm. The uniform grating region consisted of an apodization region that is used to efficiently launch the soliton in a uniform region where the soliton propagates. The apodization segment had a quarter-period sine profile with a length $L_1=2$ cm. The uniform grating region was a continuous-wave signal with a detuning $\Delta\nu=640$ ps. The incident pulse had a spatial FWHM of 13.24 cm, a peak power of 34 W, and a detuning parameter that was equal to $\Delta\nu=9031$ m$^{-1}$. In this example, the grating is half infinite and the parameters of the window function were chosen as follows: $L=40$ cm, $L_u=30$ cm, and $L_a=2$ cm. The spatial and the temporal step sizes in the apodized region were equal to $\Delta Z=0.005$ mm and $\Delta T=0.005$ mm/$\nu_g s$, respectively.

In the uniform region, the spatial and the temporal step size were equal to $\Delta Z=1$ mm and $\Delta T=0.005$ mm/$\nu_g s$, respectively. We have started the simulation with a spatial and a temporal step size of $\Delta Z=0.005$ mm and $\Delta T=0.005$ mm/$\nu_g s$, respectively. To increase the spatial step size $\Delta Z$ in the uniform region of the grating, we have tracked the location of the signal peak along the propagation. When the location of the peak intensity was 30 mm inside the uniform grating section, the spatial step size was increased to 1 mm and the

![Fig. 9. (Color online) Transmissivity versus the incoming amplitude of a bistable device formed by a uniform FBG.](image)

![Fig. 10. (Color online) Output intensity after launching an input hyperbolic-secant pulse through an apodization section and 19 cm of uniform grating. The solid curve gives the result calculated using a uniform spatial step size with $\Delta Z=\nu_g \Delta T=0.005$ mm, and the dashed curve gives the result obtained using nonsymmetrized OSSM with a nonuniform spatial step size with $\Delta u=\nu_g \Delta T=0.005$ mm in the apodized grating region and $\Delta Z=1$ mm, $\nu_g \Delta T=0.005$ mm in the uniform region.](image)
temporal step size was kept constant, $\Delta t = 0.005 \text{ mm}/V_g \text{s}$. The results were compared to those obtained using constant spatial and temporal step sizes of $\Delta z = 0.005 \text{ mm}$ and $\Delta t = 0.005 \text{ mm}/V_g \text{s}$, respectively, as used in [14]. Figure 10 shows a comparison between the pulse intensities at $t = 12.91$ ns, which corresponds to a propagation of 19 cm in the uniform grating region. Figure 11 compares the peak intensity as a function of time of the two solutions. The relative error in the peak intensity at $t = 12.91$ ns between the solution with the uniform spatial step size and the solution with the varying spatial step size was equal to $\epsilon_a = 0.1\%$.

The control of the spatial resolution along the grating made it possible to decrease the run time from 604 to 178 min. In the uniform grating section, the run time was decreased by a factor of $\sim 100$ from 393 to 4 min. The spatial step size could be significantly increased inside the uniform grating section without affecting the error, since the change in the pulse shape in that region is slow. In the apodization section, the input pulse significantly changes the change in the pulse shape in that region is slow. In the uniform grating section without affecting the error, since a small shift in the pulse location usually does not have a significant physical meaning, one may increase the temporal step size and ignore the very small error in the pulse speed. The Richardson extrapolation was used to slightly decrease the run time.

4. CONCLUSION

In conclusion, we have demonstrated and studied the performance of an optimized split-step method (OSSM) for solving the nonlinear coupled-mode equations that are used to model nonlinear pulse propagation in FBGs. We have used the method to numerically analyze a single soliton propagation, two solitons’ interaction, bistable behavior, and a soliton launching in FBGs. Unlike in the numerical methods that were previously demonstrated, the OSSM does not require a direct connection between the temporal and the spatial step size. Therefore, the spatial step size may be significantly increased without affecting the accuracy of the result. Hence, we could decrease in some problems the run time by a factor of up to 100. To implement the method, a generalized solution for solving the nonlinear operator in the split-step procedure was developed. We have found that the use of nonsymmetrized OSSM is enough to obtain accurate results with a short run time. The spatial step size can be dynamically controlled along the grating. The maximum spatial step size is obtained in grating regions where the change in the propagating pulses is relatively slow, as occurred, for example, during a soliton propagation. When analyzing the propagation of a pulse using nonsymmetrized OSSM, the main error is obtained in the location of the propagating pulse and not in the pulse amplitude. Since a small shift in the pulse location usually does not have a significant physical meaning, one may increase the temporal step size and ignore the very small error in the pulse speed. The Richardson extrapolation was used to slightly decrease the run time.
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