Inverse scattering algorithm for reconstructing lossy fiber Bragg gratings
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We demonstrate an inverse scattering algorithm for reconstructing the structure of lossy fiber Bragg gratings. The algorithm enables us to extract the profiles of the refractive index and the loss coefficient along the grating from the grating transmission spectrum and from the reflection spectra, measured from both sides of the grating. Such an algorithm can be used to develop novel distributed evanescent-wave fiber Bragg sensors that measure the change in both the refractive index and the attenuation coefficient of the medium surrounding the grating. The algorithm can also be used to analyze and to design fiber Bragg gratings written in fiber amplifiers. A novel method to overcome instability problems in extracting the parameters of the lossy grating is introduced. The new method also makes it possible to reduce the spectral resolution needed to accurately extract the grating parameters. © 2004 Optical Society of America

1. INTRODUCTION

In recent years, there has been intensive work in the field of fiber optic sensors. Fiber sensors are low cost, reliable, and are not affected by electromagnetic interference. Fiber Bragg gratings can be used as distributed sensors for measuring the profile of strain or temperature along the grating with a resolution on the order of tens of micrometers. The interrogation of such sensors is based on extracting the refractive index of the grating from the complex reflection spectrum by using the Fourier or the Gabor transform. Evanescent-field fiber sensors are used to measure the absorption or the refractive index of the medium surrounding the fiber. The absorption of the medium surrounding the sensor can be found by measuring the total loss in the sensor. The change in the refractive index of the medium surrounding the fiber, averaged along the whole sensor length, can be found by using an interferometer or a grating. In a previous paper we showed that an evanescent-wave fiber Bragg grating can be used as a distributed sensor with a resolution on the order of tens of micrometers. The impulse response of the evanescent-wave fiber Bragg grating was measured by using low-coherence spectral interferometry performed in the frequency domain. The change in the refractive index of the medium surrounding the fiber was extracted by using the Fourier transform. However, in an evanescent-field sensor based on a fiber Bragg grating, the absorption coefficient as well as the effective refractive index changes along the grating. Therefore the measurement of the loss profile in an evanescent-field fiber Bragg sensor can add important information about the medium surrounding the fiber. Extracting the spatial distribution of both the loss and the effective refractive index of the grating may make it possible to develop novel evanescent-field sensors for interrogating highly absorbing media such as biological tissues. The measurement of the absorption profile of the gratings may also help to detect defects in the grating and to improve the writing process.

Inverse scattering algorithms were used in previous work to extract the refractive-index profile of fiber Bragg gratings when the loss of the grating was neglected. Inverse scattering algorithms for extracting the profile of discrete layered lossy structures have been used to study electromagnetic transmission lines. In this paper we demonstrate an inverse scattering algorithm that enables us to reconstruct the structure of fiber Bragg gratings with loss. The algorithm permits determination of both the effective refractive index and the absorption profile along the grating. The algorithm is based on a layer-peeling technique described in Refs. 19 and 20. A new method was added to the algorithm to overcome instabilities that may arise when a grating with high reflectivity and/or high loss is analyzed. Such an instability can occur during analysis of fiber Bragg gratings. The new method for solving the instability problem also permits reduction of the spectral resolution needed to present the grating spectra. Therefore the spectral resolution needed in the algorithm described in this paper is smaller than the resolution required in previously published algorithms for analyzing highly reflecting lossless fiber Bragg gratings. The derivation of the algorithm in this paper does not require definition of a noncausal signal as in Ref. 19. Unlike in Ref. 20, we use a continuous formulation for the direct scattering problem. We also use a complex coupling coefficient for analyzing the grating rather than the real coupling coefficient used in Refs. 19 and 20. We note that the inverse scattering algorithm for interrogating lossy fiber Bragg gratings described in this paper may also be used to interrogate fiber gratings written in amplifying media, such as Erbium-doped fiber amplifiers. Therefore the algorithm may also be important for interrogating active sensors and distributed fiber Bragg lasers.
2. MATHEMATICAL MODEL

In this section we give the mathematical model needed to solve the inverse scattering problem for lossy fiber Bragg gratings written in single-mode fibers. Our analysis in this section is based on coupled-mode theory. The grating can be modeled as a perturbation to the refractive index along the fiber,

\[ n_{\text{eff}}(z) = n_{\text{avg}} + n_0(z) + i \eta(z) + n_1(z) \sin \left( \frac{2\pi}{\Lambda} z + \theta(z) \right), \]

where \( n_{\text{avg}} \) is the average refractive index, \( n_0(z) \) is the spatially dependent average refractive index, \( \eta(z) \) is the spatially dependent average absorption coefficient, \( n_1(z) \) is the amplitude of the refractive-index modulation, and \( \Lambda \) is the average grating period. We assume that the functions \( n_0(z) \), \( \eta(z) \), \( n_1(z) \), and \( \theta(z) \) are slowly varying with respect to the grating period. We also assume that the refractive index and the absorption of the grating do not depend on the wavelength.

The electrical field is presented as a superposition of the backward- and the forward-propagating fields,

\[ E(x, y, z, t) = [a_1(z)e^{-i\beta z} + a_2(z)e^{i\beta z}]e(x, y)e^{-i\omega t}, \]

where \( a_1(z) \) and \( a_2(z) \) are the slowly varying amplitudes of the waves propagating in the \(-z\) and \(+z\) direction, respectively; \( e(x, y) \) is the transverse distribution of the field; and \( \beta = \omega n_{\text{avg}}/c \) is the wave number, where \( c \) is the speed of light in vacuum. Using coupled-mode theory and averaging over the transverse field distribution, we obtain

\[ \frac{da_1(z)}{dz} = -ia_1(z)(\sigma(z) + i\alpha(z)) + a_2(z)\kappa(z) \times \exp(-i\theta(z) + 2ikz), \]

\[ \frac{da_2(z)}{dz} = ia_2(z)(\sigma(z) + i\alpha(z)) + a_1(z)\kappa(z) \times \exp(i\theta(z) - 2ikz), \]

where \( k = \beta - \beta_B \) is the wave number detuning with respect to the Bragg design wave number \( \beta_B = \pi/\Lambda \) and the coefficients \( \sigma(z) \), \( \eta(z) \), and \( \kappa(z) \) are equal to

\[ \sigma(z) = \frac{\omega}{c} \int n_0(x, y, z)|e(x, y)|^2dx\,dy / \int |e(x, y)|^2dx\,dy, \]

\[ \alpha(z) = \frac{\omega}{c} \int \eta(x, y, z)|e(x, y)|^2dx\,dy / \int |e(x, y)|^2dx\,dy, \]

\[ \kappa(z) = \frac{\omega}{c} \int n_1(x, y, z)|e(x, y)|^2dx\,dy / \int |e(x, y)|^2dx\,dy. \]

Using a vectorial notation \( V(k, z) = (v_1(k, z), v_2(k, z))^T \), and using the transformation \( v_1(k, z) = a_1(k, z) \times \exp[-ikz - \int_0^z \alpha(\xi)d\xi + i \int_0^z \sigma(\xi)d\xi], \)

\[ v_2(k, z) = a_2(k, z) \times \exp[ixz - \int_0^z \alpha(\xi)d\xi - i \int_0^z \sigma(\xi)d\xi], \]

we obtain

\[ \frac{dV(k, z)}{dz} = \begin{bmatrix} -ik & q_1(z) \\ q_2(z) & ik \end{bmatrix} V(k, z), \]

where \( z = 0 \) denotes the location where the grating structure begins. The coupling coefficients, \( q_1(z) \) and \( q_2(z) \), are given by

\[ q_1(z) = q(z) \exp[-2\int_0^z \alpha(\xi)d\xi], \]

\[ q_2(z) = q(z) \exp[2\int_0^z \alpha(\xi)d\xi]. \]

The coupling coefficient \( q(z) \) contains information about the refractive-index structure of the grating and is given by

\[ q(z) = \kappa(z) \exp[-i\theta(z) + 2i \int_0^z \sigma(\xi)d\xi]. \]

We note that Eq. (6) resembles the coupled-mode equations for a lossless grating; however, when the grating is lossy, the coupling coefficients in Eq. (6), \( q_1(z) \) and \( q_2(z) \), are two independent functions. The difference between the two coupling coefficients is determined by the absorption.

In a lossless grating, the measurement of the complex reflection from one side of the grating is sufficient to reconstruct the grating profile. However, in a lossy grating, the coupling coefficients \( q_1(z) \) and \( q_2(z) \) are two independent functions, and therefore additional information is needed in order to uniquely determine the grating parameters. Additional information on the grat-
The grating can be used for measuring the complex transmission and reflection functions from both sides of the grating. Measurement of the reflection spectrum from both sides of a grating has been used previously for extracting the profile of highly reflecting fiber Bragg gratings. A similar experimental setup may be used to measure the structure of lossy gratings.

We assume that the grating is written in the region $[0, L]$. To mathematically define the reflection and the transmission functions from both sides of the grating, we introduce four solutions to the coupled-mode equations [Eq. (6)]:

$$
\Phi(k, z) = \begin{bmatrix} 1 \\ 0 \end{bmatrix}, \quad \Psi(k, z) = \begin{bmatrix} 0 \\ 1 \end{bmatrix},
$$

with the following boundary conditions:

$$
\Phi(k, z = 0) = 0, \quad \Psi(k, z = L) = 1.
$$

The Wronskian of the two solutions to Eq. (6), $V = (v_1, v_2)$ and $U = (u_1, u_2)$, is defined as $W(U, V) = u_1 v_2 - u_2 v_1$. Using Eq. (6) we can show that for any two solutions $U$ and $V$, $dU/dz$ is equal to $W(U, V) = 0$. Using this relation and the boundary conditions in Eqs. (9), we obtain that the Wronskian of the solutions $\Phi(k, z)$ and $\Psi(k, z)$ is equal to $W(\Phi, \Psi) = 1$. Hence the two solutions $\Phi(k, z)$ and $\Psi(k, z)$ are independent. Since Eq. (6) is linear, each of its solutions can be expressed as a linear combination of two independent solutions to Eq. (6):

$$
\Psi(k, z) = a(k) \Phi(k, z) + b(k) \Psi(k, z),
$$

$$
\Psi(k, z) = a(k) \Phi(k, z) + b(k) \Psi(k, z).
$$

A connection between the coefficients $a(k)$, $b(k)$, $\bar{a}(k)$, $\bar{b}(k)$, can be obtained from the Wronskian of the solutions $\Psi(k, z)$ and $\Psi(k, z)$. Using the boundary conditions in Eqs. (9), we obtain $W(\Psi, \bar{\Psi}) = -1$. Substituting Eqs. (10) into the Wronskian $W(\Psi, \bar{\Psi})$, we obtain a connection between the coefficients:

$$
b(k) \bar{b}(k) - a(k) \bar{a}(k) = -1.
$$

To define the complex transmission and reflection functions of the grating we refer to the solution of Eq. (6), $U(k, z) = (u_1(k, z), u_2(k, z))$ and $\Psi(k, z) \Psi(k, z)$. The solution $U(k, z)$ satisfies the boundary conditions $u_2(k, z = 0) = 1$ and $u_1(k, z = L) = 0$, and therefore it describes the scattering of a forward-propagating wave that enters at the left side of the grating, $z = 0$. The forward reflection of the grating is defined as the ratio between the backward- and the forward-propagating waves at the grating input end, $z = 0$: $r^f(k) = u_1(k, z = 0)/u_2(k, z = 0) = b(k)/a(k)$. The forward transmission of the grating is defined as the transmission of the forward-propagating wave: $t^f(k) = u_2(k, z = L)/u_2(k, z = 0) = 1/a(k)$. The forward impulse response of the grating is equal to the Fourier transform of the forward reflection, $n^f(k) = (1/2\pi) \int_{-\infty}^{\infty} r^f(k) \exp(-ik\tau) \, d\tau$. When the grating reflection is low and the Born approximation can be used accurately, the coupling coefficient $q_1(z)$ can be extracted directly from the forward impulse response, $q_1(z) = -2n^f(2\xi)$, as obtained in lossless gratings. However, as can be seen in Eqs. (7), the extraction of the coupling coefficient $q_1(z)$ does not make possible separation between the refractive-index amplitude of the grating $q_1(z)$ and the absorption coefficient $\alpha(z)$. Therefore the forward reflection is not sufficient for extracting the grating parameters even in the simple case of weak gratings, when the Born approximation can be used.

The scattering of a backward-propagating wave that enters at the right side of the grating, $z = L$, may also be described by using the coefficients, $a(k)$, $b(k)$, $\bar{a}(k)$, $\bar{b}(k)$. The solution $\Phi(k, z)$ can be written as a linear combination of the functions $\Psi(k, z)$ and $\Psi(k, z)$. Using Eqs. (10) and (11), we obtain $\Phi(k, z) = a(k)\hat{\Psi}(k, z) - \bar{b}(k)\hat{\Phi}(k, z)$. The backward reflection and transmission of the grating are equal to $r^b(k) = -\bar{b}(k)/a(k)$ and $t^b(k) = 1/a(k)$, respectively. Therefore, the backward and the forward transmission functions are equal: $t(k) = t^f(k) = t^b(k)$. The transmission function as well as both the forward and the backward reflection functions are needed to extract the grating parameters in the layer-peeling algorithm, as described in Section 4. Since the forward and the backward reflection functions are defined at different sides of the grating whereas the peeling algorithm, to be described in Section 4, is performed from one side of the grating, we introduce a conjugate scattering system.

We refer to the solution of Eq. (6), $\bar{U}(k, z) = \Psi(k, z)/\bar{a}(k)$, that satisfies the boundary conditions: $\bar{u}_1(k, z = 0) = 1$ and $\bar{u}_2(k, z = L) = 0$. We define a function $\bar{U}(k, z) = (\bar{u}_1(k, z), \bar{u}_2(k, z)) = (\bar{u}_2(-k, z), \bar{u}_1(-k, z))$. The function $\bar{U}(k, z)$ is a solution of the following coupled-mode equations:

$$
\frac{d\bar{U}(k, z)}{dz} = \begin{bmatrix} -ik & q_2(z) \\ q_1(z) & ik \end{bmatrix} \bar{U}(k, z),
$$

with the boundary conditions $\bar{u}_2(k, z = 0) = 1$ and $\bar{u}_1(k, z = L) = 0$. We will refer to the scattering system described by Eq. (12) as the conjugate scattering system. The coupled-mode equations, given in Eq. (12), describe the scattering from a grating with coupling coefficients $q_2(z)$ and $q_1(z)$. The difference between the conjugate and the original scattering systems, described in Eq. (6), is the swapping of the coupling coefficients $q_1(z)$ and $q_2(z)$. The physical meaning of the swapping of the coupling coefficients $q_1(z)$ and $q_2(z)$ can be understood from the definition of the coupling coefficients in Eq. (7): The loss coefficient $\alpha(z)$ in the original problem is converted into a gain coefficient $-\alpha(z)$ in the conjugate problem. Therefore, when the original system corresponds to a lossy grating, the conjugate system corresponds to a grating written in an amplifying medium. Similarly to the definitions in the original scattering problem, we define the forward reflection of the conjugate scattering problem by $\bar{r}(k) = \bar{b}(-k)/\bar{a}(-k)$. When the conjugate system is stable, its forward impulse response is given by $\bar{n}(\tau) = (1/2\pi) \int_{-\infty}^{\infty} \bar{r}(k) \exp(-ik\tau) \, d\tau$. Since the conjugate system corresponds to a grating written in an amplifying me-
that stabilizes a laser operation. In this case, the energy operates above threshold without the saturation effect response is unstable, the system behaves as a laser that pulse response to become unstable. When the impulse in an amplifying medium. The combined effect of the is lossy, the conjugate system describes a grating written instability problem that may arise in the conjugate scat-

In this section we introduce a new method for solving the SYSTEM

3. STABILITY OF THE CONJUGATE SYSTEM

In this section we show that the instability problem can be solved by extending the solutions given in Eqs. (9) to complex frequencies \( \kappa = k + i \eta \). In a grating with a finite length, the reflection, \( \hat{r}(\kappa) \), can be calculated from two simple analytical functions that exist in a finite time region, as described below. The impulse response of the grating can be extracted accurately from the reflection function, defined in the complex frequency plane, by using the inverse Laplace transform instead of the Fourier transform used in previous algorithms.

When the system is unstable, the forward reflection \( \hat{r}(\kappa) = \hat{b}(\kappa)/\hat{a}(\kappa) \) contains poles in the upper half of the complex plane of \( \kappa \). Therefore the impulse response can be calculated by using a transformation similar to the inverse Laplace transform:

\[
\tilde{h}(\tau) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \hat{r}(\kappa) \exp(-i\kappa \tau) d\kappa,
\]

where \( \mu \) is a real constant, chosen in order to perform the integration in a contour that passes above all the singularity points of the reflection function, \( \{ \kappa \}_m ; \mu > \max(\text{Im}(\kappa)) \).

When the conjugate system is stable, we can choose \( \mu = 0 \), and Eq. (15) gives the conventional calculation of the impulse response with use of the Fourier transform, as described in Section 2. For calculation of the integral in Eq. (15), the reflection \( \hat{r}(\kappa) \) should be calculated over the contour in the complex plane: \( \kappa = k + i \mu \) \( ( -\infty < k < \infty ) \). Since the grating length is finite, the solution \( \Psi(\kappa, z) \) is an analytical function of \( \kappa \). Using Eqs. (9) and (10), we obtain the boundary condition \( \Psi(\kappa, z = 0) = (\hat{a}(\kappa), \hat{b}(\kappa))^T \). In Section 2 we showed that the functions \( \hat{a}(k) \) and \( \hat{b}(k) \) can be calculated from the reflection and transmission functions of the grating \( r_m(k), r_m^b(k), t_m(k) \). Similarly to the derivation in Ref. 24, we express the solution \( \Psi(\kappa, z) \) by using a kernel vector function \( \tilde{K}(\tau, z) \):

\[
\Psi(\kappa, z) = \left[ \frac{1}{0} \exp[-i\kappa(z - L)] \right] + \int_{z - L}^{L-z} \tilde{K}(\tau, z) \exp(i\kappa \tau) d\tau, \quad 0 \leq z \leq L.
\]

The kernel vector function is unequal to zero only in the interval \( z - L \leq \tau \leq L - z \). By substituting the solution in Eq. (16) into the coupled-mode equations, Eq. (6), we can show, using the theory of characteristics as performed in Ref. 24, that the kernel functions exist and are unique. Using Eq. (16), we can calculate the time-domain functions \( \hat{a}(\tau) \) and \( \hat{b}(\tau) \) by performing a Fourier transform on the function \( \Psi(\kappa, z = 0) \):

\[
\begin{pmatrix} \hat{a}(\tau) \\ \hat{b}(\tau) \end{pmatrix} = \begin{pmatrix} \delta(\tau - L) \\ 0 \end{pmatrix} + \tilde{K}(\tau, 0).
\]

Equation (17) shows that the functions \( \hat{a}(\tau) \) and \( \hat{b}(\tau) \) are unequal to zero only in the interval \( -L \leq \tau \leq L \). This result can also be easily obtained by using a discrete model for the grating, which is used in the layer-peeling
algorithm, to be discussed in Section 4. The functions \( \tilde{a}(k) \) and \( \tilde{b}(k) \) can be calculated over the contour \( \kappa = -k + i \mu \) by using

\[
\begin{align*}
\begin{pmatrix}
\tilde{a}(-k - i \mu) \\
\tilde{b}(-k - i \mu)
\end{pmatrix} &= \begin{pmatrix}
\exp[-i(k + i \mu)L] \\
0
\end{pmatrix} \\
&+ \int_{-L}^{L} \tilde{K}(\tau, 0) \exp[-i(k + i \mu)\tau] d\tau,
\end{align*}
\]

(18)

where the kernel function \( \tilde{K}(\tau, z = 0) \) can be calculated from the boundary conditions by performing a Fourier transform on the functions, \( (\tilde{a}(k) - \exp(i k L), \tilde{b}(k))' \). The reflection of the conjugate system can now be calculated along the contour \( \kappa = k + i \mu \) by using the connection, \( \hat{r}(k + i \mu) = \hat{b}(-k - i \mu)/\hat{a}(-k - i \mu) \), and the impulse response of the conjugate system is obtained by using Eq. (15). We note that since the kernel functions \( \tilde{K}(\tau, 0) \) exist only in a limited time interval, \( -L \leq \tau \leq L \), the numerical calculation of Eq. (18) can be easily performed.

The technique for calculating the impulse response described in this section may also be useful when the conjugate system is stable and even in the case when the grating is lossless. When the poles of the reflection function are located in the lower half of the complex plane, close to the real axis of \( \kappa \), the impulse response decays over a long time interval. In this case the spectral resolution of the reflection function should be high enough to avoid errors due to aliasing effects. On the other hand, the kernel function \( \tilde{K}(\tau, 0) \) can be easily calculated since it exists only in a limited time interval. By use of the technique described above, the impulse response can be accurately calculated with a smaller frequency resolution than needed when it is calculated directly from the reflection spectrum. Therefore the method described in this section may be helpful even for lossless gratings that have a very high reflectivity.

4. LAYER-PEELING ALGORITHM

In this section we describe the layer-peeling algorithm for extracting the parameters of a grating with loss or gain. The algorithm is based on modeling the grating by using discrete scatterers, as performed for lossless gratings. We divide the grating into \( N \) layers, each with a width \( \Delta z \). Each layer is modeled by a discrete reflector, with coupling coefficients \( q_1 \) and \( q_2 \), and by a free propagation with a length \( \Delta z \). The layer-peeling algorithm is performed in two steps that are repeated recursively. In the first step, the two coupling coefficients of a layer are extracted from the local forward reflections of the original and the conjugate systems. In the second step, the extracted coupling coefficients are used to propagate the local reflections of the original and the conjugate systems to the next layer. The algorithm is repeated until the entire grating is reconstructed.

In the original system, the fields of layer \( n \) are connected to the fields of layer \( n + 1 \) by the transfer matrix, \( T_n(k) \):

\[
\begin{pmatrix}
u_1(k, (n+1)\Delta z) \\
u_2(k, (n+1)\Delta z)
\end{pmatrix} = T_n(k) \begin{pmatrix}
u_1(k, n\Delta z) \\
u_2(k, n\Delta z)
\end{pmatrix},
\]

(19)

where

\[
T_n = (1 - q_{1,n}q_{2,n}\Delta z^2)^{-1/2} \begin{pmatrix}
\exp(-ik\Delta z) & 0 \\
0 & \exp(i k\Delta z)
\end{pmatrix}
\]

\[
\times \begin{pmatrix}
1 & q_{2,n}\Delta z \\
q_{1,n}\Delta z & 1
\end{pmatrix},
\]

(20)

and \( q_{i,n} = q_i(z = n\Delta z) \) (\( n = 0, 1...N - 1 \)).

The matrix in Eq. (20) is an approximation to the transfer matrix used in Refs. 16 and 17. The hyperbolic functions in Ref. 17 were approximated by \( \tanh[q_{1,n}q_{2,n}\Delta z] = (q_{1,n}q_{2,n})^{1/2}\Delta z \). This approximation does not add a significant error, since the assumption that the reflectivity of each grating layer is very low, \( |q_{1,n}q_{2,n}|^{1/2}\Delta z \ll 1 \), is essential for using a discrete model to analyze the grating. The accuracy of this approximation was verified numerically, and we found out that it did not add an observable error to the solution for the examples given in Section 5.

The fields \( \tilde{U}(k, z) \) in the conjugate system are propagated through the same equation used in the original problem, Eq. (19); However the transfer matrix for the conjugate system is equal to

\[
\tilde{T}_n = (1 - q_{1,n}q_{2,n}\Delta z^2)^{-1/2} \begin{pmatrix}
\exp(-ik\Delta z) & 0 \\
0 & \exp(i k\Delta z)
\end{pmatrix}
\]

\[
\times \begin{pmatrix}
1 & q_{2,n}\Delta z \\
q_{1,n}\Delta z & 1
\end{pmatrix}.
\]

We define the local forward reflection for the original and the conjugate problems:

\[
r_f(k, z) = u_1(k, z)/u_2(k, z),
\]

\[
r_f(k, z) = u_1(k, z)/u_2(k, z).
\]

(21)

The local forward reflections \( r_f(k, z) \) and \( \tilde{r}_f(k, z) \) are the forward reflections of the grating section located at the region \( \{z, L\} \) for the original and the conjugate system, respectively. The local discrete reflection of each layer of the original and the conjugate system is defined as \( r_{f,n}(k) = r_f(k, n\Delta z) \) and \( \tilde{r}_{f,n}(k) = \tilde{r}_f(k, n\Delta z) \), respectively.

Using Eqs. (19)–(21) we obtain the propagation equations:

\[
r_{f,n+1}(k) = \exp(-2ik\Delta z) \left[ r_{f,n}(k) + q_{1,n} \right]/\left[ 1 + r_{f,n}(k)q_{2,n} \right],
\]

(22)

\[
r_{f,n+1}(k) = \exp(-2ik\Delta z) \left[ \tilde{r}_{f,n}(k) + q_{2,n} \right]/\left[ 1 + \tilde{r}_{f,n}(k)q_{1,n} \right],
\]

(23)

Equations (22) and (23) are a generalization of the equation given in Ref. 17 for lossless gratings.

The forward local impulse response of the original problem, \( h_f(k, \tau) \), is obtained by performing a discrete Fourier transform on the local reflection, \( r_{f,n}(k) \). The local impulse response, \( h_f(k, \tau) \), is equal to the forward impulse response of the grating section located in the grating region \( \{n\Delta z, L\} \). The impulse response at \( \tau = 0 \) is equal to the average of the reflection function,
layer-peeling algorithm for reconstructing the profiles of the grating spectrum. Owing to the causality of the system, the local impulse response at \( \tau = 0 \), \( h_{\tau}^f(\tau = 0) \), is determined only by the first reflector located at \( z = n\Delta z \). The reflection of the single scatterer, which corresponds to the \( n \)th layer, is obtained by using Eq. (20), \( r_{\tau}^f(k) = -q_{1,n}\Delta z \), and therefore the local impulse response at \( \tau = 0 \) is equal to \( h_{\tau}^f(\tau = 0) = -q_{1,n}\Delta z \). Thus the coupling coefficient \( q_{1,n} \) of each layer can be extracted from the local forward reflection of the original system:

\[
q_{1,n} = \frac{-1}{M\Delta z} \sum_{m=1}^{M} r_{m}^f(k_m). \tag{24}
\]

When the conjugate system is stable, the derivation of Eq. (24) can be repeated for the conjugate system. The coupling coefficient \( q_{2,n} \) of each layer is extracted from the local forward reflection of the conjugate system:

\[
q_{2,n} = \frac{-1}{M\Delta z} \sum_{m=1}^{M} \tilde{r}_{m}(k_m). \tag{25}
\]

When the conjugate system is unstable, or when the duration of the impulse response function of the conjugate system is significantly broader than the minimal duration of the impulse response, \( 2L \), the method for calculating the forward impulse response of the conjugate system described in Section 3 can be used. The use of the new method will permit the reduction of the bandwidth that is needed to sample the reflection spectrum. The first step in calculating the impulse-response function is to calculate the reflection over a contour in the complex plane, \( \tilde{r}^f(k+i\mu) \), as described in Section 3. The forward reflection function of the conjugate system is then propagated by using

\[
\tilde{r}_{n+1}^f(k+i\mu) = \exp(-2i(k+i\mu)\Delta z) \frac{\tilde{r}_{n}^f(k+i\mu) + q_{2,n}}{1 + \tilde{r}_{n}^f(k+i\mu)q_{1,n}}.
\tag{26}
\]

instead of Eq. (22). The extraction of the coupling coefficient \( q_{2,n} \) is performed by using

\[
q_{2,n} = -\frac{1}{M\Delta z} \sum_{m=1}^{M} \tilde{r}(k_m + i\mu)
\tag{27}
\]

instead of Eq. (24).

The layer-peeling algorithm may now be summarized:

1. Obtain \( r_{\tau}^f(k) \) and calculate the reflection of the conjugate system \( \tilde{r}_{\tau}^f(k) \) or \( \tilde{r}_{\tau}^f(k+i\mu) \) from the input data.
2. Use Eqs. (24) and (25) or Eqs. (24) and (27) to find the coupling coefficients of the current layer.
3. Use Eqs. (22) and (23) or Eqs. (22) and (26) to propagate the reflections to the next layer.
4. Repeat steps 2 and 3 until the entire grating structure is reconstructed.

5. NUMERICAL RESULTS

We demonstrate in this section the implementation of our layer-peeling algorithm for reconstructing the profiles of three lossy gratings. The gratings that were reconstructed had either a stable or an unstable conjugate system. Accurate reconstruction was obtained for all three examples given in this section. The transmission and the reflection from both sides of the grating were calculated numerically by dividing the gratings into 201 small sections and multiplying the transfer matrices of all the sections.

In the first example, we studied a grating with a chirped Gaussian profile, written in the region \([0, L = 1 \text{ cm}] \). The coupling coefficient of the grating is given by \( q(z) = 600 \exp[-10^3(z/L)^2(2.5 + 20i)] \text{ m}^{-1} \). The loss coefficient is sinusoidal and is equal to \( \alpha(z) = 70[1 - \cos(10\pi z/L)] \text{ m}^{-1} \). The maximum reflectivity and transmissivity of the grating are equal to 0.11 and 0.246, respectively. The reflection from both sides of the grating and the transmission functions were sampled over a bandwidth of 10 nm with a spectral resolution of 0.02 nm. Figure 1 shows the profile of the reconstructed amplitude \( |q(z)| \), the phase of the coupling coefficient \( \arg(q(z)) \), and the profile of the loss coefficient \( \alpha(z) \). The figure compares the reconstructed grating parameters (solid curves) and the original parameters (dashed curves). The figure demonstrates that all three grating parameters were accurately reconstructed.

In the second example, we reconstructed a grating written in the region \([0, L = 20 \text{ mm}] \), with a uniform coupling coefficient \( q(z) \) and a Gaussian loss profile. The amplitude of the coupling coefficient of the grating is equal to \( |q| = 30 \text{ m}^{-1} \). The phase derivative of the coupling coefficient is given by \( \frac{d\arg(q)}{dz} = 120 \exp[-(z-L/2)^2/1.6 \times 10^{-3}] \text{ m}^{-1} \). The phase derivative of the coupling coeff-
The coupling coefficient of the grating is equal to $a(z) = 250[1 - \cos(2\pi z/L)]^{-1}$. The length of the grating is equal to $L = 4$ mm. The maximum reflectivity and transmissivity of the grating are 0.23 and 0.135, respectively. The reflection from both sides of the grating and the transmission functions were sampled over a bandwidth of 20 nm with a spectral resolution of 0.01 nm.

A Hanning window was used to reduce the ripples in the impulse-response functions that were due to the sharp jump at the grating boundaries. Figure 3(a) shows the Fourier transform of the forward reflection function of the conjugate system. The figure clearly shows that the calculated Fourier transform is a noncausal function and therefore does not equal the impulse-response function of the grating which should be a causal function. The impulse response, shown in Fig. 3(b), was calculated with the method described in Section 3. The calculation of the impulse response was performed by using Eq. (15) on a contour $\kappa = k + i\mu$, where $\mu = 100$ m$^{-1}$. The integration contour was chosen above all the singularity points of the reflection function. The location of the dominant pole in the reflection spectrum was estimated from the noncausal function calculated by performing the Fourier transform on the forward reflection spectrum of the conjugate system. The Fourier transform of the forward reflection spectrum of the conjugate system, $\tilde{r}(k)$, is given by

$$f(\tau) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \tilde{r}(k) \exp(-ik\tau) dk$$

where $\{k_j\}$ are the poles of the forward reflection spectrum. We used an exponential fit to estimate the growth rate of the noncausal function $f(\tau)$ at a negative time, $\tau < 0$. We chose the contour constant $\mu$ to be larger than the estimated growth rate.

$\alpha(z) = 250[1 - \cos(2\pi z/L)]^{-1}$.
The reconstructed grating parameters are shown in Fig. 4. The figure shows that the reconstructed parameters (solid curves) are in excellent agreement with the original parameters (dashed curves). The small error in the extracted loss coefficient at the boundaries of the grating is due to the sharp change in the coupling coefficient at the grating boundaries.

6. CONCLUSIONS

We have demonstrated an inverse scattering algorithm for reconstructing lossy fiber Bragg gratings. The algorithm permits extraction of the profiles of the refractive index and the loss coefficient along the grating from both sides of the grating. A new method to overcome instability problems that may occur in reconstructing fiber Bragg gratings was demonstrated. The method may also permit reduction of the spectral resolution needed to reconstruct high-reflecting fiber Bragg gratings without loss. The algorithm for reconstructing the structure of a lossy grating was demonstrated numerically, and it gave excellent results for both stable and unstable conjugate systems. The algorithm demonstrated in this paper may be used to develop new types of evanescent-field fiber Bragg sensors that make it possible to detect the spatial distribution of both the absorption and the refractive index along the grating. The algorithm can also be used to analyze fiber Bragg gratings written in fiber amplifiers and in fiber lasers.
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