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Abstract—Cable networks have evolved from offering broadcast services to providing high rate two-way data services. In the next step, cable operators intend to use Voice over IP (VoIP) to provide cable telephony services. In a cable network the users are connected to the headend through a cable modem. The headend is responsible for allocating upstream bandwidth to the various cable modems. Each cable modem has access to several upstream channels but can use only one upstream channel at any given time. The headend can direct a modem to switch from one upstream channel to another.

We consider the problem of scheduling packet telephony calls in a cable network. We show that the scheduling problem is NP-hard even in the case where all the calls have the same characteristics. We then suggest several approximation algorithms for the problem and investigate their performance. We address the problem of maintaining the tolerated jitter when switching a modem from one channel to another and explore the effect of the tolerated jitter on the performance of the scheduling algorithms. We show that the ability to switch channels considerably improves the performance of the scheduling algorithms.

I. INTRODUCTION

Data over CATV has emerged as one of the leading technologies for delivering broadband services over the local loop. The existing infrastructure of Hybrid-Fiber-Coax (HFC), used by most modern CATV networks, enables cable operators to provide bi-directional high bandwidth data channels, at relatively low cost. Initially cable operators offered only best effort type of service by sharing the available bandwidth equally among all subscribers. In recent years, however, cable operators have been looking for ways to provide additional services such as telephony and video. In this paper we refer to the Data-Over-Cable Service Interface Specification (DOCSIS) standard [1], [2] which is the leading standard for data over CATV networks. We adopt the DOCSIS mechanism for supporting different Quality of Service (QoS) requirements and focus on the problem of scheduling flows with Constant Bit Rate (CBR) type of service; a problem which is left open by DOCSIS. Cable operators intend to use CBR flows to offer Voice over IP (VoIP) services that would compete with telephony services offered by telephone companies (see e.g., [3], [4] and [5] for more details).

CATV networks are characterized by a tree-and-branch topology. The headend or Cable Modem Termination System (CMTS), at the root of the tree, controls all traffic in the network. Subscribers of data services use a Cable Modem (CM) to connect to the CMTS. The available bandwidth is divided into channels. Downstream channels (CMTS to CMs) are used only by the CMTS. Upstream channels (CMs to CMTS) are shared by many subscribers (typically 500 to 2000). To share an upstream channel a TDMA MAC protocol with dynamic bandwidth allocation is implemented. In order to increase the overall bandwidth and improve noise immunity each modem can access multiple upstream channels. However, in order to reduce hardware and scheduling complexities a modem is usually restricted to use only one upstream channel for all its connections at any given time. The CMTS can instruct a CM to switch from the channel it is currently using to a different channel.

DOCSIS based networks transfer Internet Protocol (IP) data-grams between the CMTS and the CMs. The CMTS is responsible for the scheduling of all transmissions in the upstream. Scheduling is done by dividing the upstream, in time, into a sequence of numbered mini-slots. A mini-slot typically carries 8-32 bytes. The CMTS and a CM establish a service flow between them; a service flow describes the type of connection between the CMTS and the CM and is identified by a service identifier (SID). A CM can support multiple active service flows simultaneously. In order to support different QoS demands DOCSIS defines several types of service flows. The main services are Unsolicited Grant Service (UGS) intended for CBR flows, Real-Time Polling Service (rtPS) intended for VBR flows, Non-Real-Time Polling Service (nrtPS) intended for non real-time VBR flows, and Best Effort service. We are interested in the Unsolicited Grant Service which is designed to support real-time service flows that generate fixed size data packets on a periodic basis. The main application of UGS flows is the delivery of VoIP packet telephony calls. When a user wishes to make a new VoIP call the CM tries to establish a UGS service flow with the CMTS. The CMTS decides whether to accept or reject the call; if the call is accepted the CMTS must allocate a fixed number of mini-slots to the CM at periodic intervals (see [5] for exact description). An active UGS service flow is characterized by three parameters: grant size (number of bytes to be allocated in each grant), grant interval (the delay between successive grants), and a tolerated grant jitter. Each flow may have a different set of parameters depending on factors such as the type of CODEC (Coder-Decoder) used, the bandwidth and buffering requirements of the application, and the number of
active sessions (grants per interval) supported by the flow. The scheduling algorithm at the CMTS must allocate the available mini-slots to the different service flows while ensuring that each service flow is scheduled according to its specifications.

Previous work on scheduling real-time flows in DOCSIS compliant cable networks have been published. Scheduling of Variable Bit Rate MPEG video has been considered in [6], [7]. Simulations of simple scheduling algorithms for CBR flows have been presented in [8], [9]. The problem of scheduling CBR flows with different parameters on a single upstream channel is analyzed in [10]. In this paper we adopt the model of the scheduling problem presented by Wai Sum Lai in [11]. Lai considered the problem of assigning upstream channels and time slots to cable telephony calls and provided simulation results for several scheduling algorithms. Our work provides analytic worst case analysis of the problem.

Although we present the scheduling problem in the context of cable networks, similar problems may appear in other networks; for example, in satellite and fixed wireless networks that share many common characteristics of cable networks. It is interesting to note that algorithms similar to those we study have also been suggested for channel allocation in general packet radio service (GPRS) systems [12]. The scheduling problem in GPRS systems is different however since a mobile station is allowed to use several channels simultaneously and channel switching is not supported [13].

The rest of the paper is organized as follows. Section II provides a formal definition of the scheduling problem. In Section III we show that the problem is NP-hard even if all the calls have the same set of parameters. We describe several scheduling algorithms in Section IV and investigate their performance. In Section V we analyze the problem when jitter constraints are not present; we then extend the analysis to consider jitter constraints in Section VI. Section VII concludes the paper and suggests directions for further research.

II. PROBLEM DEFINITION

We consider the problem of scheduling packet telephony calls in a multi channel cable network. A call (UGS service flow) is characterized by three parameters:

- Grant Size - $S$ - the number of mini-slots that must be allocated to the call in each grant.
- Grant Interval - $I$ - the nominal time between every two grants to the call.
- Grant Jitter - $J$ - the tolerated delay of an actual grant from its nominal time.

The problem of scheduling calls with two or more different grant intervals is NP-hard even if the calls are to be scheduled on a single channel [10]. In this paper, we therefore restrict our attention to the case where all the calls have the same values of $I$, $S$ and $J$. We divide the time axis of each upstream channel into frames of length $I$. Each call requires an allocation of a time-slot (of length $S$) in each frame. To describe a schedule it is therefore sufficient to describe the assignment of calls in a single frame in each channel. When all the calls are identical scheduling on a single channel is trivial; a call is accepted if there is a free time-slot in the frame and is blocked otherwise.

We assume there are $m$ upstream channels and each channel has $U$ time-slots per frame. Since all the calls of the same modem must be scheduled on a single upstream channel, each modem may have at most $U$ calls simultaneously. The headend can direct a modem to switch from one upstream channel to another, in which case all the ongoing calls of the modem must be scheduled on the new channel. When a modem is switched to a different channel each of its ongoing calls must not be jittered by more than the tolerated jitter $J$.

An instance of the scheduling problem is a list of calls $L$. Each call has a starting (arrival) time, i.e., the time in which the modem tries to establish the call, and a duration. We distinguish between two cases:

- Permanent calls - A call that has been scheduled lasts forever.
- Temporary call - Each call has a finite duration for which it must be scheduled. Once a call completes its duration it is removed. The duration of the call is unknown when the call is established.

In this paper we cover the case of permanent calls. Temporary calls are briefly discussed in subsection V-B (the complete analysis appears in [14]). Analysis of permanent calls may be justified by the fact that the duration of a call is typically several minutes while the time periods considered by the scheduler are typically only hundreds of milliseconds.

To evaluate the performance of a scheduling algorithm $A$ we denote by $A(L)$ the number of calls $A$ accepts from the list $L$, and by $OPT(L)$ the number of calls an optimal offline algorithm can accept. We let $R_A(L) = A(L)/OPT(L)$ and define the performance ratio of algorithm $A$ as

$$R_A \equiv \sup\{r \leq 1 : R_A(L) \geq r \text{ for all lists } L\} \quad (1)$$

We concentrate on the online scheduling problem where calls are established over time. When a modem wants to establish a call it requests the CMTS to allocate the required bandwidth (a new time-slot). The CMTS must either accept the call and allocate the bandwidth or block (reject) the call. The scheduling decisions at the headend are made without any knowledge of calls that may be established in the future.

III. COMPLEXITY OF THE SCHEDULING PROBLEM

We show that even the offline version of the scheduling problem is NP-hard. In the offline version the number of calls each modem has is known to the scheduling algorithm and all the calls are established at the same time. Note that in the offline problem channel switching is not required, hence jitter constraints are irrelevant and can be ignored. We define the decision version of the scheduling problem in the following way: given a list of calls $L$, can all the calls in $L$ be scheduled using $m$ channels?

Claim III.1: The decision version of the scheduling problem is strongly NP-complete.

Proof: We show a reduction from BIN PACKING (defined below) which is known to be strongly NP-complete [15].

BIN PACKING:

INSTANCE: A finite set $A$ of integers (items) $a_1, a_2, \ldots, a_n$, a bin capacity $B \in \mathbb{Z}^+$ and a positive integer $k$.
A. Permanent Calls

We first provide an upper bound on the performance ratio of any deterministic online algorithm.

Lemma 1: For the scheduling problem with permanent calls and no jitter constraints the performance ratio of any deterministic online algorithm $A$ satisfies $R_A \leq \frac{2}{3} + \frac{1}{3U}$.

Proof: Consider first a family of algorithms that do not reject a call if it can be accepted. We choose $U \gg 1$ to be an even number and $m = 3$ channels. There are four modems $M_1 - M_4$ and each modem initially has $U/2$ calls. Regardless of the way the calls have been scheduled we know that one of the channels is full with the calls of two different modems; without loss of generality, let us assume it is channel 1 and the modems are $M_1$ and $M_2$. We now let one more call arrive to $M_3$. At this point we have the following configuration: $M_1$ and $M_2$ occupy channel 1 while $M_3$ and $M_4$ occupy two different channels (see Fig. 1.a). We now let $M_1$ and $M_2$ receive $U/2$ more calls each. These calls are all blocked by the algorithm, hence $A(L) = 2U + 1$. An optimal algorithm can accept $OPT(L) = 3U$ calls (see Fig. 1.b). The ratio in this example is $R_A(L) = \frac{2}{3} + \frac{1}{3U}$.

Fig. 1. Schedules of algorithm $A$ (a) and an optimal algorithm (b) for the above example.

To complete the proof consider the case where the algorithm may reject a call that could be accepted. Suppose a call arrives to modem $X$ and is rejected although it could be accepted. We repeat sending calls to modem $X$ until it accepts a call, in which case we continue as in the above example, or until $U$ calls have arrived to modem $X$. The calls that have been rejected could be accepted by an optimal algorithm so the performance ratio can only degrade.

Theorem 1: For algorithm $A \in \{\text{Worst-Fit, Best-Fit, First-Fit}\}$ with no jitter constraints the worst case performance ratio is $R_A = \frac{2}{3}$.

Proof: Lemma 1 provides an upper bound on the performance ratio of the algorithms (when $U \to \infty$). We now show that this is also the lower bound. To do so we evaluate the difference between the number of calls algorithm $A$ accepts and the number of calls an optimal algorithm can accept. We assume $A$ has scheduled several calls and consider the moment at which the first call is blocked by $A$. Suppose this call belongs to some modem $X_1$ that has $x_1$ ongoing calls at that time. We recognize the following properties:

1) The channel containing the calls of modem $X_1$ is full (otherwise the new call is accepted by $A$).

2) The content of any other channel is at least $U - x_1$ (otherwise modem $X_1$ is switched to a different channel and the new call is accepted).

3) An optimal algorithm can accept at most $U - x_1$ more calls to modem $X_1$.

Since $X_1$ can have at most $U$ calls and one of its calls is blocked, the channel modem $X_1$ is occupying must have calls of at least one more modem. In a worst case example there is exactly one more modem that would have blocked calls in this channel. The reason is that, due to Property 2, if $x_1 \leq \frac{U}{3}$ the content of all the channels is at least $\frac{2U}{3}$, hence the perfor-
performance ratio is at least $\frac{2}{3}$. Assume the next modem to receive a call which is blocked is modem $X_2$ and it has $x_2$ accepted calls. Clearly the same properties we listed above must also hold for $X_2$. Let $x = \min\{x_1, x_2\}$. In the worst case $X_1$ and $X_2$ occupy the same channel, which means that the number of calls accepted by algorithm $A$ and an optimal algorithm satisfy

$$A(L) \geq U + (m - 1)(U - x)$$

$$OPT(L) \leq \min\{mU, U + (m - 1)(U - x) + 2(U - x)\}$$

(2)

The performance ratio satisfies the following:

$$R_A \geq \frac{U + (m - 1)(U - x)}{\min\{mU, U + (m + 1)(U - x)\}}$$

(3)

The minimum possible value of the expression in (3) is $R_A = \frac{2}{3}$, it is obtained when $x = \frac{U}{2}$ and $m = 3$. This provides the necessary lower bound on the performance ratio of the algorithms.

1) **Permanent Calls without Channel Switching:** To evaluate the benefits of channel switching we now analyze the scheduling problem under the assumption that channel switching is not allowed, i.e., a modem is assigned a channel when the first call is established and all subsequent calls must be assigned to that channel.

A worst case example for algorithms $FF$ and $BF$ is straightforward. The first $U$ calls are for different modems and they are all assigned to the first channel. In the next stage each modem receives $U - 1$ additional calls. Since the channel is full and channel switching is not allowed all the calls are blocked. We therefore have $FF(L) = BF(L) = U$ and $OPT(L) = \min\{U^2, mU\}$; assuming $U \geq m$ the performance ratio is $R_{FF} = R_{BF} = \frac{4}{3}$. This is the worst possible performance ratio since at least one channel is full before calls are blocked.

The $WF$ algorithm performs better than $BF$ and $FF$ when channel switching is not allowed. However, we now show that the performance ratio is monotonically decreasing with $U$ and therefore tends to $\frac{1}{m}$ as $U$ increases. Consider the following example: in the first stage $k \cdot m$ calls for different modems arrive; as a result each channel is assigned $k$ calls. In the next stage $U - k$ calls of a single modem arrive and are allocated in the first channel; at this point the first channel is full. We now have $U - 1$ calls arriving to each modem in the first channel; since the channel is full all these calls are blocked. The algorithm accepts $WF(L) = U + (m - 1)k$ calls while an optimal algorithm can accept $OPT(L) = \min\{(k + 1)U + (m - 1)k, mU\}$. For simplicity we can choose $k = m$ and $U \geq m^2$ in which case the ratio is

$$R_{WF} = \frac{U + (m - 1)m}{mU} = \frac{1}{m} + \frac{m - 1}{U}$$

(4)

As $U$ increases the performance ratio converges to $\frac{1}{m}$.

From the above examples we conclude that channel switching considerably improves the worst case performance ratio of the scheduling algorithms. When channel switching is disabled the performance ratio is monotonically decreasing with $U$ and $m$; when channel switching is enabled the performance ratio is constant.

**B. Temporary Calls**

We now briefly discuss the case where calls begin and end over time. The duration of a call is unknown to the scheduling algorithm when the call is established. We assume that a call that has been accepted may not be interrupted.

When trying to evaluate the performance ratio for temporary calls we find that the performance ratio of any deterministic algorithm can be made arbitrary small. It is always possible to create a situation where the algorithm blocks a call which is accepted by the optimal algorithm. With temporary calls we can let this call end, and let a new calls with the same parameters immediately begin. If we repeat this process the optimal algorithm keeps accepting calls while the number of calls our algorithm accepts remains constant; hence the performance ratio tends to zero.

To overcome this problem we changed the definition of the performance ratio and defined it as the ratio between the total time of all the calls algorithms $A$ and $OPT$ accept. To get meaningful results we also had to set upper and lower limits on the duration of each call. The analysis is presented in [14]; due to size constraints it is omitted from this paper.

**VI. THE SCHEDULING PROBLEM WITH JITTER CONSTRAINTS**

**A. Scheduling using Jitter Windows**

In this section we evaluate the use of jitter windows as a means for maintaining jitter constraints when switching a modem from one channel to another. The use of jitter windows was proposed in [11]. According to this proposal a frame containing $U$ time-slots is divided into $W$ windows such that the length of a window is less than the tolerated jitter of the calls, i.e., $\frac{U}{W} < J$. Hence, a call can be moved freely within its jitter window without violating jitter constraints. Jitter windows provide a simple way to ensure that when a modem is switched form one channel to another the jitter constraint of every call is not violated. It is important to note, however, that jitter windows add restrictions to the scheduling algorithm which are not imposed by the scheduling rules.

For simplicity we assume that $U$ is a multiple of $W$: hence each window can hold up to $U/W$ calls. A modem may use only one channel and within this channel it may have calls in different jitter windows. When a modem is switched to a different channel each and every call in the original channel must be allocated in the same jitter window in the new channel.

We first establish a lower bound on the worst case performance ratio of any algorithm that allows channel switching.

**Lemma 2:** Let $A$ be an algorithm that allows channel switching and uses jitter windows. If $A$ does not block calls unnecessarily the worst case performance ratio of $A$ satisfies

$$R_A \geq \frac{1}{W} \text{ for every } W \geq 2.$$  

(5)

**Proof:** We assume nothing about the way $A$ schedules the calls. Our only assumption is that when a modem tries to establish a call the call is accepted in two cases: 1) The current channel the modem is occupying has a free time-slot, or 2) The call can be accepted if the modem is switched to another channel.
Consider a call that arrives to modem $X$ and is blocked by $A$. Suppose modem $X$ has $x$ ongoing calls in jitter window $W_j$ at that time. We recognize the following properties:

1. The channel containing the calls of modem $X$ is full.
2. The content of $W_j$ in all the other channels is at least $\frac{U}{W} - x$.
3. An optimal algorithm can accept at most $U - x$ more calls to modem $X$.

Algorithm $A$ may block calls of other modems in the channel modem $X$ is occupying. Let $k$ be the number of modems with such blocked calls. Note that if a jitter window has two modems with blocked calls the content of the same jitter window in any other channel is at least $\frac{U}{W}$. It follows that when more than one jitter window is occupied by two modems that have blocked calls, the performance ratio is already more than $1$. We may therefore assume that one jitter window, say $W_1$, has $1 \leq k_1 < \frac{U}{W}$ modems with blocked calls and in $0 \leq k_2 \leq W - 1$ other windows there is one modem with blocked calls. As a result, the number of calls accepted by $A$ and $OPT$ satisfy

$$A(L) \geq U + (m - 1)\left(\frac{k_1 - 1}{k_1 W} + k_2\right)$$

$$OPT(L) \leq \min\{mU, A + (k_1 + k_2 - 1)U\}$$

(6)

Simple analysis of the ratio $R_A = \frac{A(L)}{OPT(L)}$ shows that the worst case performance ratio satisfies $R_A > \frac{1}{W}$ for any set of values of $U$, $m$, $k_1$, and $k_2$. It converges to 1 as $U \to \infty$ in two cases: either $k_1 = 1$ and $k_2 = W - 1$ or $k_1 = \frac{U}{W}$ and $k_2 = 0$.

The above result holds for any algorithm regardless of the way the calls are scheduled.

Let us now consider the Worst-Fit, Best-Fit and First-Fit algorithms. We first define the algorithms for the case of jitter windows.

**Worst-Fit (Best-Fit) with Jitter Windows:** The algorithm assigns the first call of a modem to the least (most) loaded channel and within that channel the call is assigned to the least (most) loaded jitter window. If a modem already has an ongoing call a new call is assigned to the least (most) loaded jitter window in the channel the modem is occupying. If that channel is full the algorithm tries to switch all the calls of the modem to a different channel. If there are several channels that can accommodate the calls of the modem, the least (most) loaded channel is selected.

**First-Fit with Jitter Windows:** The algorithm assigns the first call of a modem to the first available channel and within that channel the call is assigned to the first available jitter window. If a modem already has an ongoing call a new call is assigned to the first available jitter window in the channel the modem is occupying. If the channel is full the algorithm tries to switch all the calls of the modem to a different channel. It examines the channel according to their order and select the first that can accommodate the calls of the modem.

**Theorem 2:** For algorithm $A \in \{\text{Worst-Fit, Best-Fit, First-Fit}\}$ using jitter windows the worst case performance ratio is $R_A = \frac{1}{W}$ for every $W \geq 2$.

**Proof:** Lemma 2 provides a lower bound on the performance ratio of the algorithms. We present an example for each algorithm that proves the upper bound.

**Worst case example for Worst-Fit**

We create a situation where the first channel is full such that each jitter window is fully occupied (has $\frac{U}{W}$ calls) by a different modem. In the rest of the channels there is one call belonging to a different modem in each window (see Figure 2). This situation is created if the first $mW$ calls belong to different modems and afterwards calls to the modems occupying the first channel arrive one after the other until the channel is full. At this point we let each modem in the first channel receive $U - \frac{U}{W}$ more calls. All these calls are blocked by the algorithm since there is no way to move the existing calls to the same jitter window in any other channel. The number of calls that $WF$ accepts is $WF(L) = U + (m - 1)W$ while an optimal algorithm can accept $OPT(L) = \min\{mU, WU + (m - 1)W\}$. We choose $U > W(W + 1)$ and $m = W + 1$ which means that all the calls are accepted by an optimal algorithm. The performance ratio in this example is

$$R_{WF} = \frac{U + (m - 1)W}{WU + (m - 1)W} = \frac{1}{W} + \frac{W - 1}{U + W}$$

(7)

As $U \to \infty$ the performance ratio converges to $R_{WF} = \frac{1}{W}$.

**Worst case example for Best-Fit and First-Fit**

We create the situation depicted in Figure 3; the first channel is full and its first jitter window contains $\frac{U}{W}$ calls belonging to different modems. In the rest of the channels the first jitter window is full containing $\frac{U}{W}$ calls of the same modem (the construction of this situation by the algorithms is presented in [14]). At this point we let each modem in the first jitter window of the first channel receive $U - 1$ more calls. All these calls are blocked by the algorithm since there is no way to move the existing calls to the same jitter window in any other channel. The number of calls the algorithms accept is $BF(L) = FF(L) = U + (m - 1)\frac{U}{W}$ while $OPT$ can accept $(U - 1)\frac{U}{W}$ additional calls, i.e., $OPT(L) = U + (m - 1)\frac{U}{W} + (U - 1)\frac{U}{W}$. We let the number of channels be $m = \frac{U}{W - 1} + 1$ (we choose $U$ for which $m$ is an integer). The performance ratio in this case is

$$R_{BF} = R_{FF} = \frac{U + (m - 1)\frac{U}{W}}{U + (m - 1)\frac{U}{W} + (U - 1)\frac{U}{W}} < \frac{1}{W} \left(\frac{U + W}{U}\right)$$

(8)

As $U \to \infty$ the performance ratio converges to $\frac{1}{W}$. 

modem from channel 1 without violating its jitter constraints.

To provide a comparison with the case where jitter windows are not used. To evaluate the benefits of channel switching we showed that when channel switching is disabled the performance of the algorithms degrades severely. Supporting channel switching adds complexity to both the modem and the scheduler, our results indicate that the added complexity is worthwhile. With (considerable) additional complexity one can design a modem that would be able to have simultaneous calls on more than one channel. Our results can be used to evaluate the benefits of implementing such improvements.

The paper leaves plenty of ground for future research. Several extensions to this paper are found in [14] where we explore the scheduling problem under the (realistic) assumption that the number of simultaneous calls a modem may have is bounded. We also investigate the scheduling problem with temporary calls. There are many other subjects that await further research; extending the analysis for the case of non uniform calls, i.e., calls with different grant intervals and/or sizes is particularly challenging.
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