Abstract—The need for a reliable discrimination among voiced, unvoiced and silence frames arises in a wide variety of speech processing applications. In this paper, we propose an unsupervised algorithm for voiced-unvoiced-silence classification based on a time-frequency representation of the measured signal, which is viewed as a data matrix. The proposed algorithm relies on a hierarchical dual geometry analysis of the data matrix, which exploits the strong coupling between time frames and frequency bins. By gradually learning the coupled geometry in two steps, the algorithm allows for the separation between speech and silent frames, and then between voiced and unvoiced frames. Experimental results demonstrate the improved performance compared to a competing algorithm.
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I. INTRODUCTION

The classification of speech into voiced, unvoiced and silence (V/UV/S) frames is an important and challenging problem which provides a preliminary acoustic segmentation for pitch estimation, automatic speech recognition, speaker recognition, speech analysis, speech enhancement, and speech signal compression. While in this study we consider the classification of the three classes – V/UV/S, some previous studies separately consider the segmentation only between silent and non-silent frames [1-4] or between voiced and unvoiced frames [5-7]. In addition, the V/UV classification was performed using simple features derived from the speech signal, such as the energy of the signal, the zero-crossing rate and the degree of voice periodicity [5-6]. However, the accuracy of such approaches is limited since the range of the values of such features may overlap between categories.

Several recent studies addressed the problem of V/UV/S classification from a supervised learning perspective, using methods such as support vector machines and Gaussian mixture models (GMM) [7-9]. Such methods typically suffer from a lack of labeled training databases and their performance dramatically degrades when training and test statistics mismatch due to variances in speakers, accents, languages, noise types and levels, etc. V/UV/S classification, which is not based on training databases, is therefore desired to overcome these issues.

We address the problem of V/UV/S classification by analysing the geometry of the time-frequency representation of the measured signal, which is viewed as a data matrix whose rows correspond to time frames and columns to frequency bins. The goal of such an analysis is to organize the data matrix in a manner that respects the hidden connectivity structures between both dimensions. The need for matrix co-organization typically arises when correlations exist among both rows and columns of the data matrix. A typical example is the analysis of documents or psychological questionnaires, where there is no particular reason to prefer treating one dimension as independent and the other as dependent.

To address problems of this sort, Gavish et al. [10-11] and Ankenman [12], proposed a methodology for matrix organization based on dual geometry analysis. It begins with learning the hierarchical structure of the data in one dimension via local clustering of the data, using a partition tree. The tree induces a multiscale metric on the dual dimension, which enables to define an affinity measure between data points. Finally, one can derive an intrinsic embedding via manifold learning. The organization of the entire matrix is carried out in an iterative procedure, where each dimension is organized in turn, based on the other one. Namely, given the organization of the columns of the data matrix, the rows of the matrix are organized into groups of related rows, and vice versa, such that this approach introduces a strong coupling between the dimensions.

In this paper, we present an unsupervised learning algorithm for V/UV/S classification. The algorithm is based on the representation of a speech signal in the time-frequency domain, which is viewed as a data matrix. Then, the data matrix is analysed and its dual geometry is learned in two steps. Specifically, the learned coupling between the time frames and frequency bins naturally leads to a separation between silent and speech frames in the first step, as well as voiced and unvoiced frames in the second step. The three classes are further distinguished based on their frequency and energy content. We evaluate the proposed method using TIMIT database in the presence of different noise levels, and attain encouraging results.

The remainder of the paper is organized as follows. In Section II, we formulate the problem. In Section III, we describe the dual geometry analysis of the time-frequency representation of the measured signal using the method presented in [12], and present the proposed algorithm for V/UV/S classification. In Section IV we show experimental results, which demonstrate the performance of the proposed algorithm on the TIMIT database.
II. PROBLEM FORMULATION

Consider a speech signal processed in frames and represented by the log magnitude of the short-time Fourier transform (STFT), given by the data matrix $X \in \mathbb{R}^{n_t \times n_f}$. The parameter $n_f$ is the number of frequency bins and $n_t$ is the number of time frames. Let $X_t = \{x_{ij}\}_{i=1}^{n_t}$ be the set of all columns in $X$. Each time frame, i.e., an element in $X_t$, is assumed to belong to one of three classes: voiced, unvoiced or silence. Voiced speech consists of approximately constant frequency tones, generated when vowels are spoken. About two thirds of speech phonemes are voiced and they generally exhibit periodicity in time and frequency domains, concentrated at low to middle frequencies due to vocal-tract resonances. In contrast, unvoiced speech is nonperiodic, random-like sound, excited by turbulence sources only and exhibits stronger power at higher frequencies than at lower frequencies [13-14]. Silent frames, in which speech is absent, may consist of an unstructured white Gaussian noise. Fig. 1 depicts the differences between voiced and unvoiced phonemes in the STFT domain. These properties of the measured signal implicitly imply that a different coupling is expected between the time frames and frequency bins in the different classes.

The objective in the paper is to classify each time frame in $X_t$ by learning the coupled geometry of the measured signal in a hierarchical manner.

III. HIERARCHICAL DUAL GEOMETRY ANALYSIS OF TIME-FREQUENCY SPEECH REPRESENTATION

A. Partition trees

A key component in the analysis of hierarchical dual geometry of a data matrix is a partition tree. The tree encodes the similarity between the data points in a fine-to-coarse manner, which conveys an intrinsic hierarchical clustering of the data points. In our setting, data points are either column vectors (time frames) or row vectors (frequency bins).

Without loss of generality, we will define the partition trees in this section with respect to the columns of the matrix.

Following [15], let $T_t$ be the partition tree of $X_t$. $T_t$ is composed of a finite sequence of partitions $P_l$, $0 \leq l \leq L$, with the following properties:

- The partition $P_l$, which represents the $l$-th tree-level, consists of $n(l)$ disjoint nonempty subsets of indices in \{1, ..., $n_t$\}, termed folders and denoted by $I_{l,k}$, $k \in \{1, ..., n(l)\}$, where $\bigcup_{k=1}^{n(l)} I_{l,k} = \{1, ..., n_t\}$.
- The coarsest partition ($l = L$) is composed of a single folder termed root.
- For $l < L$, the partitions are nested such that if $I \in P_l$, then $I \subseteq J$ for some $J \in P_{l+1}$.
- The finest partition ($l = 0$) is composed of $n(l) = n_t$ singleton folders termed leaves.

The partition tree is the set of all folders at all levels $T_t = \{I_{l,k} | 0 \leq l \leq L, 1 \leq k \leq n(l)\}$. Note that we define the folders on the indices of the points and not on the points themselves.

The construction of the tree is performed in a bottom-up fashion, based on pairwise distances between data points. We follow [12] and use the diffusion distance [16], which is more robust to noise compared, e.g., to the Euclidean distance. Furthermore, it yields relatively few levels and the level at which folders are joined is meaningful across the entire dataset. Thus, the tree structure is logically multiscale and follows the structure of the data. The construction is controlled by a constant $\epsilon$ which constrains the size of folders and affects the number of levels in the tree such that increasing $\epsilon$ results in “taller” trees.

The first partition of the data points is generated as follows:

1) Input: A set of $n_t$ columns $X_t$, a column affinity matrix $A_t \in \mathbb{R}^{n_t \times n_t}$, and a constant $\epsilon$.
2) Initialization: Set $I_{0,k} = \{k\}$ and $l = 1$.
3) Given an affinity on the data, construct a low-dimensional embedding of the data. Calculate the pairwise diffusion distances $d^{(l)}(i,j)$ $\forall i \leq j \leq n_t$.
4) Set a threshold $\frac{p}{\epsilon}$ where $p = \text{median}\left(\{d^{(l)}(i,j)\}\right)$.
5) For each singleton point $i$, find its minimal distance $d^{\text{min}}(i) = \text{min}\left\{d^{(l)}(i,j)\right\}$. If $d^{\text{min}}(i) > \frac{p}{\epsilon}$, then $i$ remains as a singleton folder. Otherwise, $i$ and $j$ form a new folder if $j$ also does not belong to any folder. If $j$ is already part of a folder, then $i$ is added to that folder if $d^{\text{min}}(i) < 2^{-[l]+1}$.
6) The partition $P_l$ is set to be all the formed folders.

Coarser and coarser partitions are obtained by repeating steps (3)-(6) until all points are merged together at the root. Instead of iterating over points, we iterate over the folders $I_{l-1,k} \in P_{l-1}$. For more detailed description see [12].

B. Earth mover’s distance metric

The construction of diffusion distance requires a “good” affinity measure between data points. In our context, an appropriate affinity measure must constitute the notion of dual
geometry. Hence, an affinity measure between the time
frames must incorporate some organization of the frequency
bins and exploit the multiscale neighborhoods defined by the
partition tree into the distance.

We use an affinity measure based on the Earth Mover’s
Distance (EMD), which is usually formulated as a distance
between two probability distributions or discrete histograms
[17]. The EMD measures the minimal cost of transforming
one distribution into the other. Distributions which are a
slightly perturbed version of each other will have small EMD,
thus the EMD has the attractive property of being insensitive
to small distortions.

We adopt an EMD-like distance, that is, an equivalent
version of the EMD that is appropriate for the setting of this
paper [12,18]. Without loss of generality, the EMD-like
distance between columns \(x_i\) and \(x_j\), given a partition tree \(T\)
on the rows of \(X\), is defined as:
\[
d_{\text{EMD}}(i,j) = \sum_{l \in T} |m(x_i, l) - m(x_j, l)| w(l)
\]  
(1)
where \(m(x, l)\) is the mean value of column \(x\) on folder \(l\), and
\(w(l) > 0\) is a weight function, depending on the folder \(l\),
whose selection is described in [12].

C. V/UV/S classification

The core of the proposed algorithm for V/UV/S clustering
lies in learning the coupled geometry of the measured signal
in two steps.

In the first step, we learn the hierarchical dual organization
of the time-frequency matrix \(X\) using a partition tree, as
described in the previous section, so that time frames are
grouped together based on their similar frequency bins. Our
experiments have shown that apart from the root, the coarsest
level of the resulting tree for the time frames \((P_{L-1})\) separates
the silent frames from the non-silent frames. It consists of two
folders, \(I_{L-1,1}\) and \(I_{L-1,2}\), one for each class. To label the two
folders, we propose to compare their short-time energy values.
Let \(E(I)\) be the energy value of folder \(I\), given by:
\[
E(I) = \frac{1}{|I|} \sum_{f \in I} \sum_{t} X^2[f, t]
\]  
(2)
The energy of the silence folder is radically low as compared
to non-silence folder, thus our decision rule is as follows:
\[
I_{L-1,1} \text{ Speech: } E(I_{L-1,1}) > e < E(I_{L-1,2}) < E(I_{L-1,1})
\]  
(3)
\[I_{L-1,1} \text{ Silence}\]
where \(E(I_{L-1,1})\) and \(E(I_{L-1,2})\) are the energy values of folders
\(I_{L-1,1}\) and \(I_{L-1,2}\), respectively. Accordingly, the \(i\)-th time
frame is a silent frame if it belongs to the folder with the
lower energy value.

In the second step, the same approach is applied to a
matrix, similar to \(X\), which is constructed only using the non-
silent frames. Similarly, the partition tree on the time
dimension groups the voiced frames and unvoiced frames in
two different folders, \(I_{L-1,1}\) and \(I_{L-1,2}\). We suggest to detect
each folder based on the ratio of energies at high frequencies
to that at lower frequencies, given by:
\[
R(I) = \frac{\sum_{f \in [0,150]} X^2[f, t]}{\sum_{f \in [0,150]} X^2[f, t]}\]
(4)
where the folder with lower values of the ratio (4) is assumed
consisting of voiced frames:
\[
I_{L-1,1} < R(I_{L-1,1}) \quad \text{Unvoiced} < I_{L-1,1} \quad V \text{ (4)}
\]  
(5)
\[I_{L-1,2} \text{ Voiced}\]
We note that we found it difficult to classify speech signals
into three categories (V/UV/S) in a single step. In contrast,
the proposed algorithm allows a good classification of the time
frames using the two-step procedure, as we will show in
Section IV. Moreover, the two-step algorithm may be seen as
a construction of a new tree in a top-down manner. Namely,
the root is separated into speech and silent folders, and then,
the speech folder is further separated into voiced and
unvoiced phonemes. The third step of such a construction,
Algorithm 1

**Step 1:**

Input: A logarithmic magnitude of the STFT – matrix $X$.

Initialization:
1. Calculate an initial affinity measure on either the rows or columns of $X$. We assume columns here and use an affinity measure based on the Euclidean distance.
2. Calculate an initial partition tree on the columns $T_{p}^{(n)}$.
3. Calculate the tree-based distance (1) between each pair of rows.
4. Calculate row affinity measure $A_{r}^{(n)}(i,j) = e^{-d_{EDM}(i,j)/\sigma_{r}}$.
5. Calculate partition tree on the rows $T_{r}^{(n)}$.
6. Calculate the tree-based distance (1) between each pair of columns.
7. Calculate column affinity measure $A_{c}^{(n)}(i,j) = e^{-d_{EDM}(i,j)/\sigma_{c}}$.
8. Calculate partition tree on the columns $T_{c}^{(n)}$.

**End for**

Decision rule: Label folders $I_{k-1,1}$ and $I_{k-1,2}$ in $T_{c}^{(n)}$ as silence and non-silence using (3).

**Step 2:**

Apply steps 1-8 on the part of $X$ corresponding to non-silent frames.

Decision rule: Label folders $I_{k-1,1}$ and $I_{k-1,2}$ in $T_{c}^{(n)}$ as voiced and unvoiced using (5).

IV. EXPERIMENTAL RESULTS

The performance of the proposed algorithm for V/UV/S classification is evaluated on the TIMIT database [19]. A subset of the TIMIT database, including 80 short sentences from 10 different (male and female) speakers (8 from each speaker), is used for the evaluation. In our experiment we refer to a rather complicated scenario, in which multiple speakers are concatenated and various levels of white Gaussian noise are added. The speech signals are sampled at 16kHz and processed in time frames of 512 samples with 50% overlap.

Fig. 3 demonstrates the hierarchical partitioning of the time frames via the partition trees. Fig. 3(a) results from the first step of the proposed algorithm, and Fig. 3(b) from the second. Both trees clearly organize the time frames into two meaningful clusters, colored in blue and magenta. In Fig. 3(a), the time frames are grouped into two dominant folders of silent and non-silent frames, and in Fig. 3(b) the non-silent frames are separated into voiced and unvoiced.

We further evaluate the performance of the proposed algorithm for voice-unvoiced classification in the form of success rate, that is, the percentage of correct classifications relatively to the number of time frames. We compare our performance to the algorithm presented in [9], which we term PEFAC. PEFAC provides an estimate of voiced speech per time frame, as a part of a pitch tracking scheme, via a supervised learning procedure based on GMM. The results are shown in Table 1 for clean and noisy signals, contaminated with white Gaussian noise at 30dB, 20dB and 10dB SNR. The proposed algorithm outperforms PEFAC for low noise levels due to some fundamental differences between the algorithms. First, the proposed algorithm is independent of any specific speaker features such as pitch frequency. Thus, it can provide solution to the V/UV/S classification problem in the presence of multiple speakers, unlike PEFAC which is designed solely for a single speaker framework. Second, the proposed algorithm is purely data-driven in the sense that it does not require training data and is free from the problem of statistical mismatch between test and training datasets. The limitation of the algorithm is being rather sensitive to noise, since noise distorts the time-frequency representation, as illustrated in Fig. 4.

Another source of errors stems from the fact that the TIMIT dataset is manually marked. Manual labeling affects the accuracy of the boundaries and a few milliseconds of error is inevitable (Fig. 5). These built-in mistakes decrease the performance of our algorithm and should be taken into account when comparing to other methods.
V. CONCLUSION

We have introduced an algorithm for V/UV/S classification. The algorithm learns the coupled geometry between time frames and frequency bins of a speech signal via a two-step unsupervised procedure. Such a classification presents some significant advantages, e.g., being independent of the availability of training databases.

The algorithm has been evaluated using TIMIT database and attained good results in the presence of multiple speakers and noises of different levels.

Further improvement can be made by adding a prior noise suppression stage, in order to reduce noise in the cases where the SNR is below a certain level [20].
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