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Abstract

Adaptive beamforming techniques are widely used in many real-world applications such as wireless communications, radar, sonar, acoustics, and seismic sensing. These techniques are effective in rejecting interference signals and noise while recovering the desired signal. In some of the applications, wideband adaptive beamforming is required due to the wideband nature of the employed signals.

One of the main approaches for implementing wideband adaptive beamforming is the coherent approach. Methods based on the coherent approach involve a linear pre-processor which focuses the signal subspaces at different frequencies to a single frequency, followed by a narrowband adaptive beamformer such as the Minimum Variance Distortionless Response (MVDR) algorithm. The main benefits of the coherent methods over that of non-coherent methods are low computational complexity, the ability to combat the signal cancellation problem and improved convergence capabilities.

In the literature, there are several methods to design focusing matrices for the coherent processing. The methods differ from each other in various features, such as the focused directions, optimality criteria, etc. In this thesis, we present and
study a Bayesian Focusing Transformation (BFT) for coherent wideband array processing, which is robust to uncertainties at the Direction Of Arrivals (DOAs). The Bayesian focusing approach takes into account the Probability Density Functions (PDFs) of the DOAs and minimizes the mean-square error of the transformation, thus, achieving improved focusing accuracy of the actual data over the entire bandwidth.

We also treat the important issue of robust focused MVDR beamforming in order to reduce the sensitivity of the focused MVDR beamformer to errors caused by DOAs uncertainties, Sample Matrix Inversion (SMI) implementation errors and focusing errors. We generalize the diagonal loading solution and develop a robust MVDR beamformer for the coherent wideband case referred to as the Q-loaded focused MVDR wideband beamformer. Numerical results and simulations demonstrate the superior AG of the focused Q-loaded beamformer combined with the BFT method over that of the other focusing methods.

Finally, we propose and study two robust methods for coherent focused wideband MVDR beamforming. The focusing procedure introduces a frequency dependent focusing error which causes performance degradation, especially at high Signal to Noise Ratio (SNR) values. The proposed robust methods aim at reducing the sensitivity of the coherent MVDR to focusing errors. The first method is based on modifying the beamformer optimization problem and generalizing it to bring into account the focusing transformations and the second is based on modifying the focusing scheme itself.
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Glossary

Abbreviations

AG     Array Gain
AMI    Array Manifold Interpolation
BFT    Bayesian Focusing Transformation
BI-CSSM Beamforming-Invariance Coherent Signal Subspace Method
DF     Direction Finding
DL     Diagonal Loading
DOA    Direction Of Arrival
MUSIC  Multiple Signal Clasification
MVDR   Minimum Variance Distortionless Response
PDF    Probability Density Function
RSS    Rotational Signal Subspace
SMI    Sample Matrix Inversion
SNR    Signal to Noise Ratio
SST    Signal Subspace Transformation
UCAM   Unitary Constrained Array Manifold
WINGS  Wavefield Interpolated Narrowband Generated Subspace
WKFT   Wang-Kaveh Focusing Transformation
**Alphabetic Symbols:**

- $A_\theta(w_j)$: The steering matrix in frequency $w_j$
- $B_\theta(w_j)$: The steering matrix in frequency $w_j$ with auxiliary DOAs
- $b_\theta$: Contains a basis function as its elements
- $e_\theta(w_j)$: The focusing error in frequency $w_j$
- $\varepsilon_j$: norm of the focusing error $e_\theta(w_j)$ over all possible directions
- $\Gamma$: The manifold of all the possible DOAs
- $G(w)$: The sampling matrix
- $g_n(w)$: The columns of the sampling matrix $G(w)$
- $G^\dagger(w_j)$: The pseudo-inverse of $G(w_j)$
- $\{h_n(\theta)\}$: Orthogonal basis set
- $P$: Number of sources
- $K$: Number of snapshots
- $J$: Number of frequency bins
- $N$: The number of sensors in the array
- $k$: The wave number
- $T_s$: The sampling frequency
- $r_m$: the coordinates of the $m$th sensor
- $T(w_j)$: The focusing matrix in frequency $w_j$
- $T_{WKFT}(w_j)$: WKFT focusing matrix
- $T_{RSS}(w_j)$: RSS focusing matrix
- $T_{WINGS}(w_j)$: RSS focusing matrix
- $T_{BFT}(w_j)$: RSS focusing matrix
- $X(w_j)$: Frequency domain received data vector at frequency $w_j$
- $x(w)$: Output of any array of arbitrary geometry
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathbf{x}_k(w_j)$</td>
<td>The kth snapshot frequency domain vector of the input signal</td>
</tr>
<tr>
<td>$\mathbf{s}_k(w_j)$</td>
<td>The frequency domain vector of the sources</td>
</tr>
<tr>
<td>$\mathbf{n}_k(w_j)$</td>
<td>The frequency domain vector of the additive noise</td>
</tr>
<tr>
<td>$y(w_j)$</td>
<td>Output of the narrowband beamformer at frequency $w_j$</td>
</tr>
<tr>
<td>$\mathbf{y}_{Non-Coherent}(n)$</td>
<td>The temporal beamformer output vector</td>
</tr>
<tr>
<td>$\boldsymbol{\theta}$</td>
<td>The DOAs vector</td>
</tr>
<tr>
<td>$\tilde{\boldsymbol{\theta}}$</td>
<td>Vector of auxiliary DOAs</td>
</tr>
<tr>
<td>$\mathbf{U}(w_j)$</td>
<td>Contains the left singular vectors of $\mathbf{A}<em>\theta(w_j)\mathbf{A}</em>\theta(w_0)^H$</td>
</tr>
<tr>
<td>$\mathbf{V}(w_j)$</td>
<td>Contains the right singular vectors of $\mathbf{A}<em>\theta(w_j)\mathbf{A}</em>\theta(w_0)^H$</td>
</tr>
<tr>
<td>$\mathbf{w}_\theta(w)$</td>
<td>Coefficient vector of a beamformer in frequency $w$</td>
</tr>
<tr>
<td>$\mathbf{\hat{w}}^f_\theta$</td>
<td>Coefficient vector of the focused beamformer</td>
</tr>
<tr>
<td>$\mathbf{y}_k(n)$</td>
<td>The temporal focused vector</td>
</tr>
<tr>
<td>$\mathbf{R}_x(w)$</td>
<td>Covariance matrix in frequency $w$</td>
</tr>
<tr>
<td>$\hat{\mathbf{R}}_x(w)$</td>
<td>Maximum likelihood estimate of $\mathbf{R}_x(w)$</td>
</tr>
<tr>
<td>$\hat{\mathbf{R}}^f_x$</td>
<td>The covariance matrix of the focused vector $\mathbf{y}_k(n)$</td>
</tr>
<tr>
<td>$\mathbf{a}_\theta(w)$</td>
<td>Steering vector in frequency $w$ and the direction $\theta$</td>
</tr>
<tr>
<td>$\mathbf{n}_k(n)$</td>
<td>The focused noise vector</td>
</tr>
<tr>
<td>$T_0$</td>
<td>Design parameter of the diagonal loading</td>
</tr>
<tr>
<td>$\beta$</td>
<td>Loading coefficient</td>
</tr>
<tr>
<td>$\lambda_i$</td>
<td>Eigenvalues of the covariance matrix</td>
</tr>
</tbody>
</table>
\( \Phi_i \) \quad Eigen vectors of the covariance matrix
\( U_N \) \quad The noise subspace
\( f(\theta) \) \quad The minimization function of the MUSIC algorithm
\( x_n(t) \) \quad The \( n \)th sensor output
\( \tau_{np} \) \quad The delays associated with the signal propagation time
\( \{s_p(t)\}_{p=1}^P \) \quad The radiated wideband signals processes
\( \{n_n(t)\}_{n=1}^N \) \quad The additive noise processes
\( \sigma_n^2(w_j)I \) \quad The covariance matrix of the noise
\( R_s(w_j) \) \quad The covariance matrix of the sources
\( \{\theta_i\}_{i=1}^P \) \quad The DOAs - modelled as random variables
\( f_{\theta_i}(\theta) \) \quad Probability Density Functions (PDFs) of the DOAs
\( \rho(\theta) \) \quad The weighting function of the BFT
\( C(w) \) \quad the orthogonal decomposition of the product \( \rho(\theta)a_{\theta}(w) \)
\( f_0 \) \quad The focusing frequency
\( f_c \) \quad The carrier frequency
\( d \) \quad Spacing between two adjacent sensors
\( \hat{\theta}_{i,DF} \) \quad The estimate of the DF algorithm
\( \sigma_{n_{out}}^2 \) \quad The output noise power of the focused beamformer
\( Q \) \quad The Q-loading matrix
\( w_{\theta}^{f,QL} \) \quad The coefficient vector of the Q-loaded beamformer
\( \Delta g_m(w_j) \) \quad A zero-mean complex gain error of the \( m \)th sensor
\( \sigma_g^2(w_j) \) \quad The variance of \( \Delta g_m(w_j) \)
\( \xi \) \quad The input SNR
\( \mathcal{P}\{\cdot\} \) \quad denotes the principal eigenvector of a matrix
Chapter 1

Introduction

1.1 Motivation and Goals

Adaptive beamforming techniques are used for sensors arrays to enhance the signal-to-interference plus noise ratio in many applications such as wireless communications, radar, sonar, acoustics, and seismic sensing. These techniques are effective in rejecting interference signals whose incident directions of arrival differ from that of the desired signal [1]. The potential of adaptive beamforming was already recognized since the early 1960’s for the narrowband case. Yet, in the last two decades, the necessity for wideband adaptive beamforming increased with the development of third and fourth generations of wireless communications for mobile systems as well as ultra-wideband communication systems [2–5]. These systems support very high data rate communications due to their wideband nature combined with their space-time processing abilities.

Wideband adaptive beamforming techniques can be classified into two main
categories. The first category consists of non-coherent wideband beamforming methods which employ either time domain or frequency domain implementations. The non-coherent time domain techniques utilize multi-tap spatial adaptive filters whose coefficients are adjusted to suppress the interferences while preserving the desired signal (e.g. [2], [6]). The non-coherent frequency domain techniques implement a narrowband adaptive beamformer in each frequency bin [1]. All the methods associated with the non-coherent category are computationally expensive, have a slow convergence rate due to a large number of adaptive coefficients, and are prone to signal cancellation problem in coherent multi-source scenarios.

The second category consists of coherent methods for wideband adaptive beamforming which incorporate a focusing procedure for signal subspace alignment, originally proposed by Wang and Kaveh [7] for Direction of Arrivals (DOAs) estimation applications. The focusing procedure involves a pre-processor implemented as a linear transformation matrix which focuses the signal subspaces at different frequencies to a single frequency, followed by a narrowband adaptive beamformer such as the Minimum Variance Distortionless Response (MVDR) algorithm (see Sec. 1.2.4) or a DOAs estimator such as the Multiple Signal Classification (MUSIC) algorithm (see Sec. 1.2.6). The main benefits of the coherent methods are low computational complexity, the ability to combat the signal cancellation problem and improved convergence properties. Although the preliminary works on coherent array processing were aimed at DOAs estimation applications [7–9], following works on coherent processing for wideband adaptive beamforming appeared in the early 90’s [10–14].
1.1. MOTIVATION AND GOALS

In the literature, there are two basic approaches to design focusing matrices. The first approach utilizes schemes requiring a-priori knowledge of the DOAs of the sources using them as focusing directions, e.g. [7, 8]. In [9], a unitary focusing transformation named as the Rotational Signal Subspace (RSS), is designed and analyzed to provide focused data at a preliminary estimated DOAs. The advantage of the unitary focusing transformation is that there is no focusing loss which is a measure to the degradation in the Signal to Noise (SNR) due to the focusing operation. This RSS focusing method was extended by Doron and Weiss in [15] where a general class of focusing matrices were proposed, referred to as Signal Subspace Transformation (SST) focusing matrices, designed to generate sufficient statistics for maximum likelihood bearing estimation. The contribution of Hang and Mao [16] is to design a class of robust focusing matrices called Unitary Constrained Array Manifold (UCAM) focusing, which reduces the sensitivity of the RSS to variations of DOA estimates by focusing in all the DOAs lying around a vicinity of the actual DOAs. All the above cited works, share the same characteristic of requiring initial DOAs estimates, which introduce additional computational burden and sensitivity to DOAs uncertainties, and will be referred to as the directional focusing approach.

The second approach consists of spatial interpolation methods which focus all angular directions. Doron et.al [17] propose the Array Manifold Interpolation (AMI) which does not require DOA estimates, yet, requires the array to satisfy the spatial sampling condition. Other similar works that employ spatial resampling can be found at [12, 18–21]. In [22] an interpolation based focusing
Approach called Wavefield Interpolated Narrowband Subspace (WINGS) method is proposed which is developed using the wavefield modelling theory [23]. It provides a closed form expression to the transformation and to its focusing error. Based on the WINGS, two robust extensions are developed aiming at controlling the noise gain of the transformation. A DOA independent focusing method based upon the idea of frequency-invariant beamspace processing was proposed in [19], and referred to as Beamforming-Invariance Coherent Signal Subspace Method (BICSSM). Kashavarz [20] propose a focusing method which does not require DOA estimates is applied together with a frequency dependent weighting function which is proportional to the power spectral density of the pulse. We refer to the interpolation based approach as the panoramic focusing approach. The directional approach achieves relatively small focusing errors but is sensitive to DOAs uncertainties, while the panoramic approach does not require any knowledge of the DOAs, however it typically has higher error levels, since it attempts to focus all directions.

There are also focusing methods which provide a compromise between the directional and panoramic approaches by perform the focusing in angular sectors. A numerical method for focusing within an angular sector is proposed and studied at [21]. Sellone [24] derive a unitary focusing approach which incorporates a deterministic weighting function. A numerical solution to the optimization problem is derived and studied in the paper.

In addition to the presented studies dealing with the design of focusing transformations with desired properties such as unitary, there are papers on employing the
1.1. MOTIVATION AND GOALS

existing focusing methods in order to improve and develop DF and beamforming algorithms. Feng et.al [25] develop a new high resolution DF algorithm for wideband signals and test its performance with various focusing methods. Both [26] and [27] present a robust DF algorithm for the coherent wideband case which take into account array calibration errors and mutual coupling effects. Claudio [28, 29] present and study a steered wideband adaptive beamformer, optimized by Maximum Likelihood criterion in the light of a general reverberation model. It employs a focusing transformation which focuses only in the desired source direction, thus yielding a diagonal focusing transformation.

Most of the focusing methods in the academic literature belong to either the directional approach requiring a-priori knowledge of the DOAs or the panoramic approach where no a-priori knowledge is required. Methods which focus in sectors employ a deterministic weighting function and provide a numerical solution. Our first goal is to design a focusing procedure which is a compromise between the directional focusing approach and the panoramic focusing approach by incorporating statistical information about the DOAs, thus, enjoying the benefits of both approaches. To this end, we use a Bayesian formalism in which we take into account the uncertainty of the DOAs by modelling them as random variables with a given prior statistics. We derive a closed-form solution to a Bayesian Focusing Transformation (BFT) minimizing the Mean-Square Error (MSE) of the transformation, thus achieving improved focusing accuracy over the entire bandwidth.

The output of the focusing procedure is a vector with a narrowband array response, thus, any narrowband adaptive beamforming algorithm may be applied,
such as the well-known Capon beamformer [30], also referred to as the Minimum Variance Distortionless Response (MVDR) beamformer. The theoretic performance of the MVDR beamformer is better than that of the conventional beamformer. Yet, it has a substantial performance degradation due to array calibration errors, DOAs errors [4], and the SMI estimation errors [5]. In the focused MVDR beamformer, the focusing error also comes into play and may deteriorate the performance. One of the common methods to reduce the sensitivity of the MVDR beamformer to array calibration errors is via diagonal loading of the sample covariance matrix [31]. Diagonal loading was originally proposed for the narrowband case, and it was shown to effectively reduce the sensitivity of the MVDR. Our second goal is to derive an extension of the diagonal loading solution for the coherent wideband case, in order to increase the robustness against mismatch and focusing errors, and improve the performance of the MVDR.

We tested the performance of the Bayesian approach combined with the robust MVDR loading algorithm and compared to other focusing methods (to be discussed at Sec 1.2). One of the prominent problems we saw in the simulation is the sensitivity of the focused MVDR beamformer at high SNR values. Our third goal is to investigate this sensitivity and show analytically that it is caused by the focusing errors at the desired source direction. In order to reduce the sensitivity of the coherent MVDR beamformer to focusing errors at the desired source direction, we propose and study two robust methods for coherent focused wideband MVDR beamforming. The first method modifies the MVDR algorithm to take into account the various errors and the second is based on modifying the focusing transformation.
so that the focusing error is reduced in the direction of the desired source.

1.2 Background

Coherent wideband adaptive beamforming techniques, based on the signal subspace alignment [7,9] concept, achieve an improved performance over that of the non-coherent wideband adaptive beamformer [1,2]. The non-coherent wideband adaptive beamformer is implemented in the frequency domain as a narrowband beamformer for each frequency bin. Fig.1.1 shows a general block diagram for the non-coherent wideband adaptive beamformer. For each frequency bin, a narrowband adaptive beamformer is applied to the frequency domain data vector $X(f_j) = [x_1(f_j), ..., x_N(f_j)]^H$, $j = 1, ..., J$. The outputs of all the narrowband beamformers, $y(f_j)$, $j = 1, ..., J$, are collected and fed into an inverse FFT block yielding the temporal beamformer output vector, $y_{Non\text{-}Coherent}(n)$. The non-coherent beamformer is computationally expensive, has a slow convergence rate due to a large number of adaptive coefficients and is prone to signal cancellation problem in coherent source scenarios.

Fig.1.2 presents a general block diagram for the focused wideband adaptive beamformer. This approach involves a pre-processor implemented as a frequency dependent linear transformation matrix $T(w_j)$ which focuses the signal subspaces at different frequencies to a single frequency, followed by a single time domain narrowband beamformer. The main benefits of the coherent approach are low computational complexity, the ability to combat signal cancellation problem and
improved convergence properties. The focusing transformation, $\mathbf{T}(w_j)$ should satisfy the following

$$\mathbf{T}(w_j)\mathbf{A}_\theta(w_j) \cong \mathbf{A}_\theta(w_0),$$

(1.1)

where $w_j$ are the frequencies within the bandwidth of the signals and $w_0$ is the focused frequency, i.e. $\mathbf{T}(w_j)$ focuses the signal subspaces $\mathbf{A}_\theta(w_j)$ at frequencies $\{w_j\}$ onto the signal subspace $\mathbf{A}_\theta(w_0)$. The matrices $\mathbf{A}_\theta(w_j)$ and $\mathbf{A}_\theta(w_0)$ contain the steering vectors of the sources in their columns at frequencies $w_j$ and $w_0$, respectively, where $\theta$ is the DOAs vector.

There are several approaches to design the focusing matrix $\mathbf{T}(w_j)$ (see Sec.1.1). In the following sections, we describe several representative focusing methods. We use them during this work in order to compare their performance with that of the
innovative Bayesian focusing transformation which is proposed in Chapter 2.

1.2.1 Wang-Kaveh Focusing Transformation (WKFT)

In the pioneering work of [7], a focusing transformation which require a-priori knowledge of the sources’ DOAs vector is derived. We name this focusing method as Wang and Kaveh Focusing transformation (WKFT). WKFT attempts to find a set of matrices $T(w_j), j = 1, .., J$ which satisfy the following

$$T(w_j)A_{\theta}(w_j) \cong A_{\theta}(w_0), j = 1, 2, ..., J, \quad (1.2)$$

Where $A_{\theta}(w_j)$ is a matrix constructed from the steering vectors at the directions specified by the vector $\theta$. The desired transformation $T(w_j)$ is given by

$$T_{WKFT}(w_j) = [A_{\theta}(w_0)B_{\theta}(w_0)] [A_{\theta}(w_j)B_{\theta}(w_j)]^\dagger \quad (1.3)$$
where $\dagger$ denotes the pseudo-inverse of $[A_\theta(w_j)|B_{\tilde{\theta}}(w_j)]$. $B_{\tilde{\theta}}(w_j)$ and $B_{\tilde{\theta}}(w_0)$ are the direction matrices at frequencies $w_j$ and $w_0$, respectively, with auxiliary angles specified by the vector $\tilde{\theta}$, aimed at reducing the high sensitivity to inaccurate knowledge of the DOAs vector $\theta$. WKFT achieves relatively low focusing errors and superior performance when the DOAs vector is known perfectly, yet, it has a high sensitivity to DOAs uncertainties. This sensitivity is somewhat reduced due to the addition of the auxiliary angles specified by the vector $\tilde{\theta}$.

1.2.2 Rotational Signal Subspace Focusing Transformation (RSS)

In [9] a quantitative measure for the focusing loss is defined as the ratio of array SNR after and before focusing operation. The authors point out the merit of using unitary focusing matrices since they have no focusing loss. They propose unitary transformations satisfying the following constraint minimization problem

$$\min_{T(w_j)} \|A_\theta(w_0) - T(w_j)A_\theta(w_j)\|_F, j = 1, 2, \ldots J$$

subject to

$$T^H(w_j)T(w_j) = I,$$

where $\|\cdot\|_F$ is the Frobenious matrix norm [32]. The solution to (1.4) is given by

$$T_{RSS}(w_j) = V(w_j)U(w_j)^H$$
where the columns of $\mathbf{U}(w_j)$ and $\mathbf{V}(w_j)$ are the left and right singular vectors of $\mathbf{A}_\theta(w_j)\mathbf{A}_\theta(w_0)^H$. They named this focusing matrix the Rotational Signal Subspace (RSS) focusing matrix. Similarly to the WKFT, adding auxiliary angles is recommended in order to reduce sensitivity to inaccurate knowledge of the DOAs vector.

### 1.2.3 Wavefield Interpolated Narrowband Generated Subspace Focusing Transformation (WINGS)

Both WKFT and RSS focusing methods require preliminary estimates of the DOA vector. In the literature, there exist several focusing methods based on spatial interpolation (e.g. [12, 17–21]). These focusing methods have the advantage of being data independent but at cost of higher focusing errors than those of the directional focusing methods. One of these methods, proposed Recently by Doron et al. [22], is the Wavefield Interpolated Narrowband Generated Subspace (WINGS) focusing method.

The WINGS focusing method [22] is based on the wavefield modelling formalism [23] according to which, the output of almost any array $\mathbf{x}(w)$ of arbitrary geometry can be written as a product of array geometry dependent part and wavefield dependent part, i.e. $\mathbf{x}(w) = \mathbf{G}(w)\psi(w)$ where $\mathbf{G}(w)$ is a sampling matrix which is independent of the wavefield and the coefficient vector $\psi(w)$ is independent of the array. Using the wavefield modelling formalism, the steering vector can be
expressed by terms of orthogonal decomposition

\[ a_\theta(w) = \sum_n g_n(w) h_n^*(\theta), \] (1.7)

where \( g_n(w) \) are the columns of the sampling matrix \( G(w) \) and \( \{ h_n(\theta) \} \) is an orthogonal basis set in \( L_2(\Gamma) \), where \( \Gamma \) is the manifold of all the possible DOAs. In 2-D, we use the Fourier basis, i.e. \( h_n(\theta) = \frac{1}{\sqrt{2\pi}} e^{-in\theta} \). The WINGS focusing transformation \( T(w_j) \) minimizes \( \varepsilon_j \), the \( L_2 \) norm of the focusing error \( e_\theta(w_j) \) over all possible directions

\[ \varepsilon_j^2 \triangleq \frac{1}{N} \int_{\theta = -\pi}^{\pi} d\theta \| e_\theta(w_j) \|_2^2. \] (1.8)

where

\[ e_\theta(w_j) = a_\theta(w_0) - T(w_j)a_\theta(w_j) \forall \theta. \] (1.9)

Using (1.7), the focusing error can be expressed as

\[ e_\theta(w_j) = \left[ G(w_0) - T(w_j)G(w_j) \right] b_\theta, \] (1.10)

where the vector \( b_\theta \) contains the basis functions \( \{ h_n(\theta) \} \) as its elements. Thus, one may consider (1.10) to be the orthogonal decomposition of the error vector \( e_\theta(w_j) \).

We can apply Parseval’s identity on 1.8 and derive the following Least-Square(LS) minimization problem

\[ \varepsilon_j^2 = \frac{1}{N} \| G(w_0) - T(w_j)G(w_j) \|_F^2. \] (1.11)
1.2. BACKGROUND

The WINGS focusing matrix minimizing (1.11) is given by

\[ T(w_j) = G(w_0)G^\dagger(w_j), \]  

where \( G^\dagger(w_j) \) denotes the pseudo-inverse of \( G(w_j) \).

1.2.4 The Minimum Variance Distortionless Response (MVDR) beamformer

After the focusing procedure, one may applied any narrowband adaptive beamforming algorithm such as the well-known MVDR beamformer [30]. The MVDR algorithm minimizes the array output power subject to a distortionless constraint on the desired source direction. The narrowband MVDR weight vector is the solution to the following minimization problem

\[
\min_{w_\theta(w)} w_\theta(w)^H R_x(w) w_\theta(w),
\]  

subject to the distortionless constraint,

\[
w_\theta^H(w)a_\theta(w) = 1,
\]  

where \( R_x(w) \) is the covariance matrix of the narrowband received vector \( x(w) \) at frequency \( w \) and \( a_\theta(w) \) is the steering vector in frequency \( w \) and the direction \( \theta \).
The solution to the above minimization problem is (see e.g. [1])

\[
    w_\theta(w) = \frac{R_x^{-1}(w)a_\theta(w)}{a_H^H(w)R_x^{-1}(w)a_\theta(w)}.
\]  

(1.14)

In (1.14) the inversion of the covariance matrix \(R_x(w)\) is required. Since \(R_x(w)\) is unknown one may use the maximum likelihood estimate of \(R_x(w)\) from snapshots of the data samples

\[
    \hat{R}_x(w) = \frac{1}{K} \sum_{k=1}^{K} x_k(w)x_k^H(w).
\]  

(1.15)

This method is known as the Sample Matrix Inversion (SMI) method.

The MVDR algorithm was originally proposed for the narrowband case, yet, it can be extended to the wideband case. In the literature there are two methods to perform wideband array processing using the MVDR algorithm. The first method employs a non-coherent processing as depicted at Fig. 1.1. The second method is the coherent processing employs a focusing transformations as depicted at Fig. 1.2. Let us first review the non-coherent wideband MVDR beamformer and then describe the focused wideband MVDR beamformer.

**Non-coherent MVDR-SMI adaptive beamformer**

The non-coherent wideband MVDR - SMI method is implemented in the frequency domain by applying a narrowband beamformer at each frequency bin (see e.g. [1]). A DFT is first performed followed by the estimation of the narrowband sample
covariance matrix at each frequency bin

$$\hat{R}_x(w_j) = \frac{1}{K} \sum_{k=1}^{K} x_k(w_j)x_k^H(w_j).$$ (1.16)

The narrowband MVDR - SMI adaptive weight vector is then computed at each frequency bin as

$$\hat{w}_\theta(w_j) = \frac{\hat{R}_x^{-1}(w_j)a_\theta(w_j)}{a_\theta^H(w_j)\hat{R}_x^{-1}(w_j)a_\theta(w_j)}. (1.17)$$

The adaptive weights (1.17) may now be used to perform the actual beamforming at each frequency bin yielding the non-coherent adaptive beamformer output, in the frequency domain.

**Coherent MVDR-SMI focused adaptive beamformer**

The MVDR-SMI focused adaptive beamformer may be simply implemented as a narrowband adaptive beamformer operating on the temporal focused data vector $y_k(n)$ where

$$y_k(n) = \sum_{l=1}^{J} T(w_l)x_k(w_l)e^{jw_l nT_s} = A_\theta(w_0)s_k(n) + \tilde{n}_k(n)$$

whose sample covariance matrix is estimated by

$$\hat{R}_x^f = \frac{1}{KJ} \sum_{k,n} y_k(n)y_k^H(n). (1.18)$$

The focused coherent adaptive beamformer MVDR weight vector is simply computed in the time domain by

$$\hat{w}_\theta^f = \frac{\left(\hat{R}_x^f\right)^{-1}a_\theta(w_0)}{a_\theta^H(w_0)\left(\hat{R}_x^f\right)^{-1}a_\theta(w_0)}. (1.19)$$
where \( w_0 \) is the focusing frequency and \( f \) stands for focused beamformer.

### 1.2.5 Robust MVDR Beamforming

The MVDR beamformer is known to have superior resolution and interference rejection capabilities, provided that the array steering vector corresponding to the DOA of the desired signal is accurately known. In practice, it is often the case, due to array calibration errors and inaccurate knowledge of the source direction, that the performance of the MVDR beamformer may deteriorate below that of the conventional beamformer [31]. Furthermore, the MVDR-SMI implementation is sensitive to estimation errors in the sample covariance matrix [33]. In the coherent wideband case, the focused MVDR beamformer will exhibit an additional sensitivity to the focusing errors. Many robust schemes constraint the Euclidian norm of the beamformer coefficient vector, thus decreasing the sensitivity to various modelling errors.

Diagonal loading has been a popular approach to improve the robustness of the MVDR beamformer [1, 33–35]. It is derived by imposing an additional quadratic constraint either on the Euclidian norm of the weight vector itself or on its difference from the nominal weight vector. In its common formalism, the diagonal loading solves the following minimization problem

\[
\min_{w(\theta)} w^H(\theta) R_\theta(w) w(\theta),
\]
subject to the distortionless constraint,

\[ w_\theta(w)^H a_\theta(w) = 1, \]  

and the quadratic constraint,

\[ w_\theta(w)^H w_\theta(w) \leq T_0. \]

It can be shown that the solution to (1.24) is given by [1]

\[ w_\theta(w) = \frac{(R_x(w) + \beta I)^{-1} a_\theta(w)}{a_\theta^H(w) (R_x(w) + \beta I)^{-1} a_\theta(w)}, \]

where \( \beta \) is the Lagrange multiplier which is determined in such a way that the quadratic constraint is satisfied.

Later, we generalize the diagonal loading solution to the focused wideband MVDR beamformer.

1.2.6 The Multiple Signal Classification (MUSIC) Algorithm

Focusing methods belonging to the directional approach such as WKFT and RSS, require preliminary estimate of the DOAs vector. One of the widespread DOAs estimation algorithm is the Multiple Signal Classification (MUSIC) algorithm, Originally proposed by [36], which is a subspace based algorithm. The basic principle of this algorithm is to use the orthogonality between the signal subspace and the
noise subspace. The MUSIC algorithm was originally proposed for the narrowband case, yet, it can be extended easily for the wideband case.

The input of the narrowband MUSIC algorithm is the narrowband covariance matrix or an estimated version of it (1.16). The covariance matrix can be written by terms of its eigenvalues and eigenvectors as

\[ \hat{R}_x(w_j) = \sum_{i=1}^{N} \lambda_i \Phi_i \Phi_i^H \]  

(1.22)

The \( P \) eigenvectors which correspond to the \( P \) largest eigenvalues spread the signal subspace which is identical to the space spread by the steering vectors. The remaining eigenvectors are the noise subspace. We define the noise subspace as

\[ U_N = [\Phi_{P+1} ; \Phi_{P+1} ; \cdots ; \Phi_N] \]  

(1.23)

The signal subspace and and the noise subspace are orthogonal subspaces. Thus, the following is satisfied:

\[ \|a_{\theta_i}(w_j)U_N\|^2 = 0, \quad i = 1, 2, \ldots P \]  

(1.24)

The MUSIC algorithm define the function \( f(\theta) = \|a_\theta(w_j)U_N\|^2 \) and choose the \( P \) minima of \( f(\theta) \) or equivalently the \( P \) maxima of \( \frac{1}{f(\theta)} \) over \( -\pi \leq \theta \leq \pi \). For the coherent wideband case we find the noise subspace \( U_N \), spread by the eigenvectors of the focused covariance matrix (1.18).
1.3 Organization

In Chapter 2, we formulate the problem of interest and define the optimal MMSE BFT problem which is designed to handle DOA uncertainties. We derive a closed form expression for the BFT as a weighted extension to the WINGS method. We demonstrate the focusing error of the BFT and compare it to that of other focusing methods. A time progressing algorithm is suggested which incorporates a direction findings stage followed by the focused beamformer.

In Chapter 3 we derive the robust focused Q-loaded MVDR beamformer and analyze its performance. A performance analysis of the robust Bayesian focused MVDR beamformer is conducted and compared to that of focusing methods.

In Chapter 4 a numerical and simulative study for the single source case is conducted using the WINGS focusing method. We choose to consider WINGS as a test case since it is a panoramic focusing methods which introduces relatively high focusing errors. We derive an analytic approximation to the degradation of the AG and show analytically that this degradation occurs due to focusing error in the desired source direction. In order to reduce this performance degradation, two robust schemes are proposed.

We Conclude in Chapter 5 with a summary and discussion on future research directions.
Chapter 2

Bayesian Focusing Transformations

2.1 Introduction

Wideband coherent adaptive beamforming techniques incorporate a focusing procedure for signal subspace alignment [7, 9, 11]. The focusing procedure involves a pre-processor implemented as a linear transformation matrix which focuses the signal subspaces at different frequencies to a single frequency, followed by a narrow-band beamformer. There are two basic approaches to design focusing matrices. The first approach utilizes schemes requiring a-priori knowledge of the sources’ DOAs using them as focusing directions e.g. [7, 9], and will be referred to as the directional focusing approach. The second approach consists of spatial interpolation methods which focus all angular directions [12, 18, 22] and will be referred to as the panoramic focusing approach. The first approach achieves relatively small
focusing errors but is sensitive to DOA uncertainties, while the later approach does
not require any knowledge of the DOAs, however it typically has higher error lev-
els, since it attempts to focus all directions. Furthermore, the spatial interpolation
process requires that the array satisfy the spatial sampling condition [23].

In this chapter, we propose a third approach, namely the Bayesian approach
for focusing transformation design. In the Bayesian approach we take into account
the uncertainty of the DOAs by modelling them as random variables with a given
prior statistics. We derive a Bayesian Focusing Transformation (BFT) minimizing
the Mean-Square Error (MSE) of the transformation, thus achieving improved
focusing accuracy over the entire bandwidth. The proposed Bayesian focusing
transformation is a compromise between the directional focusing approach, which
requires preliminary DOA estimates, and the spatial interpolation based panoramic
focusing approach, which does not require any apriori DOA knowledge. In fact,
BFT can be view as a generalization which includes the two approaches as special
cases. The close-form solution to the Bayesian focusing problem is based on an
extension of the WINGS focusing method.

This chapter is organized as follows: In Section 2.2 we formulate the problem
of interest. In Section 2.3 we define the optimal MMSE BFT problem which is
designed to handle DOA uncertainties. Next, in Section 2.4 we develop a weighted
extension to the WINGS method which is then used to get a closed form expression
for the BFT. In section 2.5 we present a simulation example for the case of DOA
uncertainties and compare the focusing error of the BFT to that of other focusing
methods discussed in the previous chapter. In Section 2.6, a time progressing
algorithm is proposed which incorporates a Direction Finding (DF) stage operating on the focused data followed by the Bayesian focused beamformer. Finally we summarize this chapter in section 2.7.

2.2 Problem Formulation

Consider an arbitrary array of $N$ sensors sampling a wavefield generated by $P$ statistically independent wideband sources, in the presence of additive noise. For simplicity, we confine our discussion to the free and far field model. The signal measured at the output of the $n$th sensor can be written as

$$x_n(t) = \sum_{p=1}^{P} s_p(t - \tau_{np}) + n_n(t), \quad n = 1, \ldots, N,$$

(2.1)

where $\{s_p(t)\}_{p=1}^{P}$ and $\{n_n(t)\}_{n=1}^{N}$ denote the radiated wideband signals and the additive noise processes, respectively. The parameters $\{\tau_{np}\}$ are the delays associated with the signal propagation time from the $p$th source to the $n$th sensor. Let $\{\gamma_i\}_{i=1}^{P}$ be the DOAs of the sources, $\gamma \equiv \theta$ in 2-D and $\gamma \equiv (\theta, \varphi)$ in 3-D where $\theta$ is the azimuth angle and $\varphi$ is the elevation angle. For simplicity, we restrict ourselves to the 2-D case. Each $T$ seconds of received data are divided into $K$ snapshots and transformed to the frequency domain yielding in matrix formalism the following expression

$$x_k(w_j) = A_\theta(w_j)s_k(w_j) + n_k(w_j), \quad j = 1, 2, \ldots J, \quad k = 1, 2, \ldots K,$$

(2.2)
where $\mathbf{x}_k(w_j)$, $\mathbf{s}_k(w_j)$ and $\mathbf{n}_k(w_j)$ denote vectors whose elements are the discrete Fourier coefficients of the measurements, of the unknown sources signals and of the noise, respectively at the $k$th snapshot and frequency $w_j$, $J$ is the number of frequency bins, and $\mathbf{A}_\theta(w_j)$ is the $N \times P$ direction matrix

$$
\mathbf{A}_\theta(w_j) \equiv [a_{\theta_1}(w_j), a_{\theta_2}(w_j), ..., a_{\theta_P}(w_j)].
$$

The vector $\mathbf{a}_\theta(w)$, referred to as the array manifold vector, is the response of the array to an incident plane wave at frequency $w$ and DOA $\theta$. For an array comprised of identical omni-directional uncoupled sensors in free field, the array manifold vector is

$$
[a_\theta(w)]_m = \exp \left\{ ikr_m \cdot \hat{\theta} \right\},
$$

where $\hat{\theta}$ denotes the unit vector pointed towards the direction $\theta$, and $k = w/c$ is the wave number associated with the frequency $w$. The vector $\mathbf{r}_m$ marks the coordinates of the $m$th sensor. We assume that the noise vectors $\mathbf{n}_k(w_j)$ are independent samples of stationary, zero mean circular complex Gaussian random process, with unknown covariance matrix $\sigma_n^2(w_j)\mathbf{I}$. The signal vectors $\mathbf{s}_k(w_j)$ are independent samples of stationary, zero mean circular complex Gaussian random process with unknown covariance matrix $\mathbf{R}_s(w_j)$. The noise process is assumed to be uncorrelated with the signal process. The wideband sources are assumed to share a common bandwidth. Due to the broadband nature of the sources, using coherent processing is advantageous as discussed in the previous section. Let $\mathbf{T}(w_j)$ denotes a transformation that maps the wideband array output from
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frequency $w_j$ to frequency $w_0$, so that the signal subspaces are aligned across the frequency bandwidth

$$T(w_j)A_{\theta}(w_j) \cong A_{\theta}(w_0),$$

(2.5)

where $w_j$ are within the bandwidth of the desired signal and $w_0$ is the focused frequency, i.e. $T(w_j)$ focuses the signal subspaces $A_{\theta}(w_j)$ at frequencies $\{w_j\}$ onto the signal subspace $A_{\theta}(w_0)$. Following [37], we may construct the focused time-domain vector $y_k(n)$ as

$$y_k(n) = \sum_{j=1}^{J} T(w_j)x_k(w_j)e^{i w_j n T_s} \cong A_{\theta}(w_0)s(n) + \tilde{n}(n),$$

(2.6)

where $s(n)$ is the temporal vector of wideband unknown signals within the focused frequency band $[w_1 : w_J]$, $T_s$ is the sampling frequency and $\tilde{n}(n)$ is the transformed noise. We note that the temporal focused vector $y_k(n)$ has a narrowband array manifold while preserving the wideband spectral content of the signals. This allows the use of any narrowband adaptive beamformer matched to frequency $w_0$, such as the well known MVDR beamformer.

In this chapter we are interested in finding a focusing transformation $T(w_j)$ which can handle DOA uncertainties while achieving the minimal mean-square focusing error at the true DOAs. To this end, we use the Bayesian approach in order to develop the focusing transformation. Let us employ a statistical model where the DOAs, $\{\theta_i\}_{i=1}^{P}$ are modelled as statistically independent random variables. We can now define and solve the Bayesian focusing problem for wideband arrays.
2.3 Bayesian Focusing Transformations (BFT)

In this section we consider the focusing problem with DOA uncertainties. We use a Bayesian model in order to define the optimal Minimum Mean Square Error (MMSE) focusing transformation $T_{BFT}(w_j)$ as the solution to the following minimization problem

$$T_{BFT}(w_j) = \arg \min_{T(w_j)} E_\theta \left\{ \| A_\theta(w_0) - T(w_j)A_\theta(w_j) \|_F^2 \right\},$$

(2.7)

where $w_0$ is the focusing frequency, $\| \cdot \|_F$ denotes the Frobenious norm, and $E_\theta \{ \cdot \}$ denotes the expectation over the statistical probability density distribution of the DOAs $\theta$. Assuming $\{\theta_i\}_{i=1}^P$ are statistically independent random variables, it can be shown that

$$E_\theta \left\{ \| A_\theta(w_0) - T(w_j)A_\theta(w_j) \|_F^2 \right\} = \int_{\theta=-\pi}^{\pi} d\theta \| a_\theta(w_0) - T(w_j)a_\theta(w_j) \|_F^2 \sum_{i=1}^P f_{\theta_i}(\theta),$$

(2.8)

where $\| \cdot \|$ is the Euclidian norm and $f_{\theta_i}(\theta)$ denote the Probability Density Functions (PDFs) of the DOAs.

Proof of (2.8): Let us define $L(w)$ as the function to be minimized

$$L(w) = E_\theta \left\{ \| A_\theta(w_0) - T(w)A_\theta(w) \|_F^2 \right\}$$

$$= E_\theta \left\{ \sum_{i=1}^P \| a_{\theta_i}(w_0) - T(w)a_{\theta_i}(w) \|_2^2 \right\},$$

(2.9)
where $\|\cdot\|$ is the Euclidian norm. Assuming $\{\theta_i\}_{i=1}^P$ are statistically independent, (2.9) becomes

$$
\mathcal{L}(w) = \int d\theta_1...d\theta_P \ f_{\theta_1}(\theta_1)...f_{\theta_P}(\theta_P) \cdot \\
\sum_{i=1}^P \|\mathbf{a}_{\theta_i}(w_0) - \mathbf{T}(w)\mathbf{a}_{\theta_i}(w)\|^2 \\
= \sum_{i=1}^P \prod_{k=1 \atop k \neq i}^P \int d\theta_k \ f_{\theta_k}(\theta_k) \cdot \\
\int d\theta_i \ f_{\theta_i}(\theta_i) \|\mathbf{a}_{\theta_i}(w_0) - \mathbf{T}(w)\mathbf{a}_{\theta_i}(w)\|^2 \\
= \int d\theta \|\mathbf{a}_{\theta}(w_0) - \mathbf{T}(w)\mathbf{a}_{\theta}(w)\|^2 \sum_{i=1}^P f_{\theta_i}(\theta_i), \quad (2.10)
$$

which is exactly the form of the right hand side of (2.8). Defining

$$
\rho^2(\theta) \triangleq \sum_{i=1}^P f_{\theta_i}(\theta), \quad (2.11)
$$

and substituting (2.11) into the right-hand side of (2.8) yields the following integral

to be minimized

$$
\mathbf{T}_{BFT}(w_j) = \arg \min_{\mathbf{T}(w_j)} \int_{\theta = -\pi}^{\pi} d\theta \|\rho(\theta)(\mathbf{a}_{\theta}(w_0) - \mathbf{T}(w_j)\mathbf{a}_{\theta}(w_j))\|^2. \quad (2.12)
$$

Note that (2.12) is a generalized form which includes many focusing schemes as private cases. It reduces to the panoramic focusing scheme e.g. WINGS [22] by taking a uniform distribution i.e. $\rho(\theta) \equiv 1$. Taking $\rho(\theta) = \sum_i \delta(\theta - \hat{\theta}_i)$ yields the
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directional focusing matrices originally proposed for wideband DOA estimation by Hung and Kaveh [9] which focuses at discrete angles taking to be the preliminary estimates of the DOAs \( \{\hat{\theta}_i\}_{i=1}^P \). Note also that in (2.12) one may use either the a-priori PDFs as \( f_{\theta_i}(\theta) \), or the a-posteriori PDFs. The first approach yields a data independent transformation, while the second approach requires estimation of the conditional PDFs from the data yielding a data dependent transformation. In Section 2.6 a time progressing algorithm employing the a-posteriori PDFs is proposed. In the following we solve (2.12) by deriving an accurate closed-form solution using a weighted extension of the WINGS [22] focusing approach. It is possible to solve (2.12) numerically, however, a closed form solution is preferable since it is more accurate.

2.4 BFT as a Weighted Extension of the WINGS

In this section we develop a closed form expression for a weighted extension of the WINGS focusing method, for the 2-D case, which incorporates an arbitrary angular weighting function \( \rho(\theta) \). Finally, we show that the weighted extension is a closed form solution of (2.12).

Let us incorporate an arbitrary angular weighting function \( \rho(\theta) \), in order to enhance the LS fit of the array manifold within a pre-selected angular region or to solve the Bayesian focusing problem (2.12). Let \( \mathcal{E}_j \) be the weighted \( L_2 \) norm of
the focusing error \( e_\theta(w_j) \) (1.9)

\[
\hat{\varepsilon}_j^2 = \frac{1}{N} \int_{-\pi}^{\pi} d\theta \| \rho(\theta) e_\theta(w_j) \|^2 = \frac{1}{N} \int_{-\pi}^{\pi} d\theta \| \rho(\theta) (a_\theta(w_0) - T(w_j) a_\theta(w_j)) \|^2, \\
(2.13)
\]

where \( \Gamma = \{-\pi, \pi\} \). In order to find the transformation minimizing (2.13) let us find \( C(w) \), the orthogonal decomposition of the product \( \rho(\theta) a_\theta(w) \)

\[
[C(w)]_{mn} = \int_{-\pi}^{\pi} d\theta \rho(\theta) [(a_\theta(w)]_m h_n(\theta). \quad (2.14)
\]

where \( \{h_n(\theta)\} \) is an orthogonal basis set in \( L_2(\Gamma) \), where \( \Gamma \) is the manifold of all the possible DOAs. In 2-D, we use the Fourier basis, i.e. \( h_n(\theta) = \frac{1}{\sqrt{2\pi}} e^{-in\theta} \) (for more details see Sec.1.2.3 and [23] ).

Let \( \rho(\theta) = \sum_n \rho_n h_n(\theta) \) be the orthogonal decomposition of the angular weighting function \( \rho(\theta) \), then substituting it into (2.14) and based on the wavefield modelling theory presented at Section 1.2, we may write

\[
[C(w)]_{mn} = \int_{-\pi}^{\pi} d\theta \sum_p \rho_p h_p(\theta) \sum_l G_{ml}(w) h^*_l(\theta) h_n(\theta) \\
= \sum_{p,l} \rho_p G_{ml}(w) \int_{-\pi}^{\pi} d\theta h_n(\theta) h_p(\theta) h^*_l(\theta). \quad (2.15)
\]

In the 2-D case the basis functions \( h_n(\theta) \) are the Fourier functions and therefore

\[
\int_{-\pi}^{\pi} d\theta h_n(\theta) h_p(\theta) h^*_l(\theta) = \frac{1}{\sqrt{2\pi}} \delta_{n+p-l}, \quad (2.16)
\]
which yields,
\[
[C(w)]_{mn} = \frac{1}{\sqrt{2\pi}} \sum_p \rho_p G_{m,n+p}(w).
\] (2.17)

We now insert into (2.13) the orthogonal decomposition \( \rho(\theta) a_{\theta} = C(w) b_{\theta} \) and get the following minimization integral
\[
\hat{\varepsilon}_j^2 = \frac{1}{N} \int_{\theta = -\pi}^{\pi} d\theta \| [C(w_0) - T(w_j) C(w_j)] b_{\theta} \|^2. \] (2.18)

Using Parseval’s identity we get
\[
\hat{\varepsilon}_j^2 = \frac{1}{N} \| [C(w_0) - T(w_j) C(w_j)] \|^2_F. \] (2.19)

Thus, the weighted WINGS transformation minimizing \( \hat{\varepsilon}_j \) is given by the LS solution of (2.19)
\[
T(w_j) = C(w_0) C^\dagger(w_j). \] (2.20)

Since (2.13) has exactly the same form as (2.12), we get the closed form expression for the MMSE optimal BFT
\[
T_{BF T}(w_j) = C(w_0, \rho(\theta)) C^\dagger(w_j, \rho(\theta)), \] (2.21)

where \( \rho(\theta) \) is given by (2.11).

In the following section we numerically evaluate the focusing error of the BFT, and compare it to that of the WINGS, WKFT, and RSS methods which were reviewed in Section 1.2.
2.5 Numerical Study of the Focusing Error in the Presence of DOA Uncertainties

In this section, we conduct a numerical study of the focusing errors of the presented focusing methods in the presence of DOAs uncertainties. We compare the performance of four focusing transformations: The BFT representing the Bayesian focusing approach, WINGS representing the panoramic focusing approach, the WKFT [7] and the unitary transformation RSS [9] representing the directional focusing approach, which focuses a discrete set of preliminary DOA estimates. In the following example, we take two circular complex Gaussian wideband acoustic sources propagating towards a linear array of $N=20$ sensors in velocity of 1500 m/sec. The simulation results were obtained by averaging over 100 independent Monte-Carlo runs. We simulate the actual DOA errors as Gaussian random variables with a standard deviation on the order of a half of the 3dB beamwidth, and mean value of $\theta = [70^\circ, 105^\circ]$ where $90^\circ$ is the broadside direction. The desired signal is the one arriving from $105^\circ$. The Signal to Interference Ratio (SIR) is set at a fixed value of $-20$dB. The bandwidth of the sources is 600Hz taken around $f_c = 1500$Hz and the spectrum is taken to be flat in the relevant bandwidth. The sampling frequency is 4800Hz. The focusing frequency is $f_0 = 1500$Hz. The observation time $T$ is taken as 10 seconds and divided into $K = 46$ snapshots. Each snapshot of data is transformed to the frequency domain using a Fast Fourier Transform (FFT) of 1024 bins yielding $J = 129$ frequency bins in the relevant bandwidth. The spacing between two adjacent sensors is $d = \frac{\lambda_{\text{min}}}{2}$, where $\lambda_{\text{min}}$
corresponds to the highest frequency of the bandwidth. For the BFT, we take the weighting function \( \rho^2(\theta) \) (2.11), to be a sum of Gaussian densities centered around the assumed DOAs

\[
\rho^2(\theta) = \frac{1}{\sqrt{2\pi \sigma_1^2}} \exp\left( -\frac{(\theta - \theta_1)^2}{2\sigma_1^2} \right) + \frac{1}{\sqrt{2\pi \sigma_2^2}} \exp\left( -\frac{(\theta - \theta_2)^2}{2\sigma_2^2} \right)
\] (2.22)

Where \( \theta_1 \) and \( \theta_2 \) are the assumed DOAs of the sources and the standard deviations \( \sigma_1 = 1.27 \) and \( \sigma_2 = 1.25 \) which are approximately on the order of a quarter of the 3dB beamwidth of the array at \( \theta_1 \) and \( \theta_2 \), respectively. In the WKFT and RSS methods we add 2 auxiliary directions for each assumed DOA in order to increase the robustness to DOAs uncertainties. The auxiliary directions were added at a quarter of the 3dB beamwidth from the assumed DOAs.

Fig. 2.1 shows the focusing transformation error \( \| e_{\theta}(w_j) \|^2 \) (1.9) versus frequency averaged over 100 Monte-Carlo runs and summed over all the true source directions, for the BFT, WINGS, WKFT and RSS methods. It can be seen that the BFT method has the lowest focusing error along the entire bandwidth. Both WKFT and RSS focusing methods introduce a high focusing error since they require preliminary DOAs estimates. In the WINGS method, we see that large errors occur at frequencies below the focusing frequency. This is expected since WINGS is an interpolation based focusing method, in which focusing is equivalent to spatial interpolation [18] of the array. Interpolating from a low frequency to a higher one, is equivalent to extrapolating the array beyond its physical length, thus, yielding high focusing errors. One can reduce the WINGS transformation error by focusing to the lowest frequency of the bandwidth. However, this will
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reduce the effective aperture of the focused array, thus reducing the spatial resolution of the array. In the literature there are several papers dealing with the issue of choosing the optimal focusing frequency (e.g. [38,39]). However, optimizing the focusing frequency is beyond the scope of this work.

Fig. 2.2 shows the error versus angle due to focusing from frequency $f = 1350\text{Hz}$ to frequency $f_0$ for the BFT, WINGS WKFT and RSS methods and DOAs error of approximately 3 degrees for each source. The true DOAs are marked on the same plot by the diamonds. It can be seen that the WINGS method has a roughly equi-ripple focusing error for all the directions. This is expected because WINGS is an interpolated based panoramic focusing method which does not depends on the DOAs. BFT, RSS and WKFT have a high focusing error in directions which

---

**Figure 2.1:** Focusing transformation error for BFT, WINGS, WKFT and RSS matrices versus frequency for the case of two sources and DOA uncertainties.
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Figure 2.2: Error versus angle due to focusing from $f = 1350\text{Hz}$ to $f_0$ for BFT, WINGS, WKFT and RSS for the case of two sources and DOA uncertainties.

are distant from the assumed DOAs, and a low focusing error in directions which are close to the assumed DOAs. It can be seen that BFT is significantly more robust to DOA uncertainties since it has a low focusing error over a wide range of angles.

Fig. 2.3 shows the focusing error as a function of the sensor index in the desired source direction averaged over the entire bandwidth, for the BFT, WINGS, RSS and WKFT focusing methods, for a DOA error of approximately 3 degrees. We can see that BFT has the smallest focusing error along the sensors while WKFT and RSS has the largest errors. It can be seen that the error at the edges of the array for the BFT and WINGS methods is significantly larger than the error in the center of the array. This can be explained due to the fact that both methods
are based on interpolation which require to extrapolating the array beyond its physical length, thus, yielding high focusing errors at the edges of the array.

The numerical results show that the BFT introduces a relatively lower focusing error than that of the other focusing methods, thus, it provides more robust and accurate focusing operation. The focusing error of the WINGS is significantly high at low frequencies because it is an interpolation based method, however, it is not sensitive to DOAs uncertainties. In both WKFT and RSS focusing methods, the focusing error is expected to reduce as the uncertainties in the DOAs decrease. In fig. 2.4 the focusing error of WKFT and RSS methods is presented for the case of perfect knowledge of the DOAs. It can be seen that the error was reduces
Figure 2.4: Focusing transformation error for WKFT and RSS versus frequency for the case of two sources and perfect knowledge of the DOAs

significantly, especially in the WKFT focusing method. In the RSS, the focusing error is also reduced, however, still non negligible because of the unitary constraint. This implies that RSS is less suitable to coherent beamforming processing than the WKFT method. In the following, we will see that the performance of the RSS is good for DF applications when employing subspace based DF algorithms.

2.6 Time Progressing Algorithm

In this section we present a time progressing algorithm which is based on the proposed Bayesian focusing approach. The BFT assumes that the PDFs of the DOAs are available. However, in practice we need to estimate the a-posteriori
PDFs of the DOAs. Under the assumption of a Gaussian model for the DOAs, we have to estimate the first two moments of each DOA. The conditional mean of $\theta_i$ is approximated by $\hat{\theta}_{i,DF}$ which is the estimate of the DF algorithm such as MUSIC. The standard deviation is taken to be a quarter of the 3dB beamwidth of the array. A block diagram of the proposed algorithm is given in figure 2.5. Each $T$ seconds of data are divided into $K$ snapshots, on which, a Bayesian focusing transformation is applied and yields the focused vector. The design of the focusing transformation uses the estimated aposteriori PDFs from the previous $T$ seconds, while in the first $T$ seconds, the algorithm uses $\rho(\theta) \equiv 1$. The focused temporal vectors $\{y_k\}_{k=1}^K$ are used as inputs to the focused MVDR beamformer and for updating the estimation of the conditional PDFs.

Note that for the WKFT and RSS focusing methods, a similar algorithm can be applied, at each time step the DOAs vector will be estimated by the DF algorithm from the focused data and will be used as input to the focusing stage in the next time step.
Figure 2.6: DOAs estimation by the MUSIC algorithm for the various focusing methods. (a)WKFT, (b)RSS, (c)WINGS, (d)BFT

In Fig. 2.6, the output of the MUSIC algorithm is presented for all the focusing methods. In each of the true DOAs there is a peak in the MUSIC spectrum. We can see that the WKFT and RSS methods produce narrower and stronger peaks than the WINGS and BFT. The relatively accurate DOAs estimations of the RSS focusing method in spite of its high focusing error is surprising. The reason for that is because RSS focusing method preserves the signal subspace before and after the focusing operation [15]. The MUSIC algorithm is a subspace based algorithm and hence does not influenced by the focusing error. Therefore, the RSS is a focusing method which suitable for subspace based DF algorithms such as MUSIC and less suitable to beamforming applications. So, in subsequent chapters we concentrate only in WINGS, WKFT and BFT focusing methods.
2.7 Summary

We have proposed and investigated a Bayesian approach for focusing transformation design, which takes into account the statistical uncertainties in the DOAs during the focusing process. The proposed Bayesian focusing approach is a compromise between the directional focusing approaches which require preliminary DOA estimates, and the panoramic focusing approaches which are based on spatial interpolation not requiring any DOA estimates. We showed that the solution to the Bayesian focusing problem is equivalent to finding the weighted WINGS focusing transformation and supply a closed form expression for the BFT transformation. The solution to the Bayesian focusing problem yields an optimal MMSE focusing transformation and consequently an improved focused beamformer with better AG, as will be shown in next chapters.

Simulation results have illustrated the very low focusing error of the proposed BFT method for the multi-source case in the presence of DOA uncertainties compared to that of the WINGS, RSS and WKFT focusing methods.

A time progressing algorithm was proposed which consists of two stages, the first performs DF on the focused vector and the second stage is the focused beamformer algorithm. The DF stage is required for the BFT, RSS, and WKFT focusing methods.

In the next chapter we propose a robust version of the focused MVDR beamformer and conduct a numerical study of the performance of the various focusing methods under DOAs uncertainties scenarios.
Chapter 3

Robust Adaptive Focused MVDR Beamformer and Performance Analysis

3.1 Introduction

In the previous chapter we derive a Bayesian focusing transformation which is an optimal MMSE transformation for the case of DOAs uncertainties. The focusing transformation operates on the received wideband data vector yielding a focused data vector $y_k(n)$ (2.6). On $y_k(n)$, there can be applied any narrowband adaptive beamforming algorithm such as the well-known Capon beamformer [30], also referred to as the Minimum Variance Distortionless Response (MVDR) beamformer. The MVDR has a better resolution capability and an improved interference rejection capabilities than that of the conventional beamformer, provided that the array
response to the Signal of Interest (SOI) is perfectly known. However, in practice, there are some inaccuracies due to array calibration errors, DOA errors [31], and also the sample covariance matrix estimation errors have a significant affect [33]. In the focused MVDR beamformer, the focusing error also comes into play and may deteriorate the performance. In order to reduce the various sensitivities of the MVDR beamformer, a robust beamforming scheme must be used.

In this chapter, we derive and employ an extension of the diagonal loading method for the coherent wideband case. We refer to this solution as the Q-loading solution in which we add a scaled matrix $Q$ to the covariance matrix before inversion, where the matrix $Q$ depends on the focusing transformations. Via numerical simulations, we find this solution to yield a significant improvement in the performance and robustness against mismatch and focusing errors.

In order to conduct a comparative performance study of the various focusing methods on a robust beamformer scheme, we develop an analytic expression for the Array Gain (AG) of the robust focused MVDR beamformer. We use the analytic expression and numerical Monte-Carlo simulations in order to investigate the influence of the focusing error of the BFT on the performance of the focused beamformer and compare it to that of the other focusing methods.

This chapter is organized as follows: In Section 3.2 we derive the robust focused Q-loaded MVDR beamformer. In Section 3.3 The analytic AG of the focused Q-loaded MVDR beamformer is derived. In Section 3.4 we present some simulation examples of our robust BFT focused MVDR beamformer and compare its performance to other focusing methods. Finally, we summarize this chapter in
3.2 Robust MVDR Focused Beamformer by Q-Loading

In this section we treat the issue of robust wideband focused MVDR beamformers, i.e. reducing the sensitivity to inaccurate knowledge of the array steering vector in the direction of the desired source, such as gain, phase calibration errors, source direction errors, and sample covariance matrix estimation errors.

The MVDR beamformer is known to have superior resolution and interference rejection capabilities, provided that the array steering vector corresponding to the SOI is accurately known. In practice, it is often the case, due to array calibration errors and inaccurate knowledge of the source direction, that the performance of the MVDR beamformer may deteriorate below that of the conventional beamformers [31]. Furthermore, the MVDR-SMI implementation is sensitive to estimation errors in the sample covariance matrix [33]. In the coherent wideband case, the focused MVDR beamformer will exhibit an additional sensitivity to the focusing errors. Many robust schemes constraint the Euclidian norm of the beamformer coefficient vector, thus decreasing the sensitivity to various modelling errors.

Diagonal loading has been a popular approach to improve the robustness of the MVDR beamformer [1,33-35]. It is derived by imposing an additional quadratic constraint either on the Euclidian norm of the weight vector itself or on its difference from the nominal weight vector (for more details see Section 1.2.5).
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Many of the robust schemes statistically model the various inaccuracies as random spatially uncorrelated additive noise at the input of the adaptive beamformer. Under this assumption the noise power at the narrowband beamformer output is

$$n_{out} = \sigma_n^2(w) \| w_\theta(w) \|^2$$  (3.1)

where $\sigma_n^2(w)$ in the input noise power and $w_\theta(w)$ in the MVDR weight vector. Thus, limiting the norm of $w_\theta(w)$, is equivalent to limiting the white noise gain.

In the case of the focused beamformer, the output noise power is given by

$$\sigma_{n_{out}}^2 = \sigma_n^2(w_\theta')^H \left( \frac{1}{J} \sum_{l=1}^{J} T(w_l) T^H(w_l) \right) w_\theta'$$  (3.2)

where we assumed the noise spectrum to be frequency independent, i.e. $\sigma_n^2(w) = \sigma_n^2, \forall w$. Thus, limiting the white noise gain yields the following quadratic constraint

$$(w_\theta')^H Q w_\theta' \leq T_0$$  (3.3)

where we define

$$Q \triangleq \frac{1}{J} \sum_{l=1}^{J} T(w_l) T^H(w_l)$$  (3.4)

and $T_0$ is a design parameter. The robust focused MVDR beamformer optimization problem can be written as

$$\min_{w_\theta'} (w_\theta')^H R_x w_\theta'$$  (3.5a)
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subject to the distortionless constraint,

\[(w_f^f)^H a_\theta(w_0) = 1, \quad (3.5b)\]

and the quadratic constraint,

\[(w_f^f)^H Q w_f^f \leq T_0. \quad (3.5c)\]

It can be shown that the solution to (3.5) is given by (see Appendix A.1)

\[w_f^f,QL = \frac{(R_f^f + \beta Q)^{-1} a_\theta(w_0)}{a_\theta^H(w_0) (R_x^f + \beta Q)^{-1} a_\theta(w_0)}, \quad (3.6)\]

where \(\beta\) is the Lagrange multiplier which is determined in such a way that the quadratic constraint is satisfied. Note that in (3.6) the loading term \(\beta Q\) is not a diagonal matrix as in the narrowband case. Thus, for the focused MVDR case we use the notation Q-loading.

In order to find \(\beta\) analytically, one has to solve a set of secular equations ([32], ch.12). Instead of solving them directly, it can be shown that the quadratic norm \(w^H Q w\) is a monotonic decreasing function of \(\beta\) (see Appendix A.2). Thus, we can find \(\beta\) iteratively starting from \(\beta = 0\) and increasing it until the quadratic constraint is satisfied.

The lower bound for \(T_0\) can be calculated by taking \(\beta\) to the infinity which yields

\[T_{0,\text{min}} = \lim_{\beta \to \infty} w^H Q w = \frac{1}{a_\theta^H(w_0) Q^{-1} a_\theta(w_0)}. \quad (3.7)\]
In this case the beamformer becomes independent of the covariance matrix $\mathbf{R}_x^f$ as in the conventional beamformer. For the case of unitary focusing transformation, $\mathbf{Q}$ is reduced to the unit matrix and the lower bound for $T_0$ reduces to the white noise gain of the conventional beamformer. In the following section, we derive an analytic expression for the AG of the focused Q-loaded MVDR beamformer and compare it to the simulative AG based on Monte-Carlo runs of the SMI implementation. We compare the performance of various focusing methods and study their dependence on the accuracy of the focusing transformation.

### 3.3 Analytic AG

In this section, we derive an analytic expression for the AG of the Q-loaded MVDR focused beamformer as a function of the focusing transformations. The focusing process introduces a frequency dependent transformation error which affects the performance of the MVDR focused beamformer. The analytic expression will be used to evaluate the performance of the focused beamformer for the various focusing methods. The expression developed here is the asymptotic limit to the performance since it involves the asymptotic covariance matrix of the data and not an estimated sample version of it. The covariance matrix of the received focused data vector $\mathbf{y}_k(n)$ (2.6) is given by

\[
\mathbf{R}_x^f = E\mathbf{y}_k(n)\mathbf{y}_k^H(n)
= E \sum_{j,l=1}^J \mathbf{T}(w_j) \mathbf{x}_k(w_j) e^{iw_j nT_s} \mathbf{T}(w_l) \mathbf{x}_k(w_l) e^{iw_l nT_s}^H,
\]

(3.8)
assuming different frequencies to be statistically independent, (3.8) becomes

\[ R_f^T = \sum_{j=1}^{J} T(w_j) E \{ x_k(w_j) x_k^H(w_j) \} T^H(w_j) \triangleq \sum_{j=1}^{J} T(w_j) R_x(w_j) T^H(w_j). \] (3.9)

For simplicity, we assume uncorrelated sources. Taking \( s_1(t) \) to be the desired signal propagating from \( \theta_1 \). Let \( P_{s_1}, P_i, P_n \) to be the power of the desired signal, the interferences signals, and the noise, respectively

\[
\begin{align*}
P_{s_1} &= \sum_{j=1}^{J} \sigma_{s_1}^2(w_j) \\
P_i &= \sum_{p=2}^{P} \sum_{j=1}^{J} \sigma_{sp}^2(w_j) \tag{3.10} \\
P_n &= \sum_{j=1}^{J} \sigma_n^2(w_j).
\end{align*}
\]

Let us define

\[ a_f^T(w_j) = T(w_j) a_f(w_j), \] (3.11)

\( a_f(w_j) \) to be the focused steering vector in direction \( \theta \) and frequency \( w_j \).

Let also \( P_{s_1,\text{out}}, P_{i,\text{out}}, P_{n,\text{out}} \) denote the output power of the desired signal, the interferences, and the noise, respectively, then one can see that

\[ P_{s_1,\text{out}} = \sum_{j=1}^{J} \sigma_{s_1}^2(w_j) \left| \langle w_{\theta_1}^{f,QL} \rangle_H a_{\theta_1}^T(w_j) \right|^2, \] (3.12)
\[ P_{\text{out}} = \sum_{p=2}^{P} \sum_{j=1}^{J} \sigma_{sp}^2(w_j) \left| (w_{\theta_1}^{f,QL})^H a_{\theta_1}(w_j) \right|^2, \]  
(3.13)

\[ P_{\text{n, out}} = (w_{\theta_1}^{f,QL})^H \left( \sum_{j=1}^{J} T(w_j) R_{n}(w_j) T^H(w_j) \right) w_{\theta_1}^{f,QL}, \]  
(3.14)

where \( R_{n}(w_j) \) is the noise covariance matrix. Assume \( \theta_1 \) is known, \( w_{\theta_1}^{f,QL} \) is the Q-loaded focused MVDR weight vector

\[ w_{\theta_1}^{f,QL} = (R_{x}^{f} + \beta Q)^{-1} a_{\theta_1}(w_0) \]  
(3.15)

Defining the SINR at the input and output of the beamformer, respectively

\[ \text{SINR}_{\text{in}} = \frac{P_{s_1}}{P_{i} + P_{n}} \]  
\[ \text{SINR}_{\text{out}} = \frac{P_{s_1, \text{out}}}{P_{i, \text{out}} + P_{n, \text{out}}}, \]  
(3.16)

then, the AG is the ratio between \( \text{SINR}_{\text{out}} \) and \( \text{SINR}_{\text{in}} \). Substituting (3.15) into (3.12)-(3.14), yields

\[ AG = \frac{a_{\theta_1}^H(w_0)(\tilde{R}_f^{-1}) \left( \sum_{j=1}^{J} \sigma_{s_j}^2(w_j) a_{\theta_1}(w_j)(a_{\theta_1}^f(w_j))^H \right) (\tilde{R}_f^{-1})^{-1} a_{\theta_1}(w_0)}{a_{\theta_1}^H(w_0)(\tilde{R}_f^{-1}) \left( \sum_{j=1}^{J} \sum_{p=2}^{P} \sigma_{sp}^2(w_j) a_{\theta_p}(w_j)(a_{\theta_p}^f(w_j))^H + R_{n}(w_j) \right) (\tilde{R}_f^{-1})^{-1} a_{\theta_1}(w_0) \cdot \text{SINR}_{\text{in}}} \]  
(3.17)
3.3. ANALYTIC AG

where:

\[
SINR_{in} = \frac{\sum_{j=1}^{J} \sigma_{s_{1}}^{2}(w_{j})}{\sum_{p=2j=1}^{P} \sum_{j=1}^{J} \sigma_{s_{p}}^{2}(w_{j}) + \sum_{j=1}^{J} \sigma_{n}^{2}(w_{j})},
\]  

(3.18)

\[
\hat{R}_{f}^{'x} = R_{f}^{'x} + \beta Q,
\]  

(3.19)

and

\[
R_{f}^{'x}(w_{j}) = T(w_{j})R_{n}(w_{j})T^{H}(w_{j}),
\]  

(3.20)

is the focused noise covariance matrix.

In order to calculate \(R_{f}^{'x}\) using (3.9), \(R_{x}(w_{j})\) should be evaluated. In the case of uncorrelated sources and spatially uncorrelated noise (i.e. \(R_{n}(w_{j}) = \sigma_{n}^{2}(w_{j})I\)), we get

\[
R_{x}(w_{j}) = \sum_{p=1}^{P} \sigma_{s_{p}}^{2}(w_{j})a_{\theta_{p}}(w_{0})a_{\theta_{p}}^{H}(w_{0}) + \sigma_{n}^{2}(w_{j})I
\]  

(3.21)

In the following sections, we conduct a numerical performance analysis based on the asymptotic expression (3.17). We will first demonstrate the performance in the presence of DOA uncertainties in order to illustrate the advantage of the BFT over other focusing approaches. Later, we conduct a numerical and analytic study of the sensitivity to focusing transformation errors at high SNR values.
3.4 Numerical Study for the Case of DOAs Uncertainties

In this section we evaluate the performance of the Q-loaded SMI-MVDR beamformer for three of the focusing methods discussed in the previous chapter: BFT, WINGS and WKFT. For Q-loading, we set $T_0 = 0.25$ which is five times the norm of the conventional beamformer. All the rest of the simulation parameters are identical to those of Section 2.5. In Fig.3.1(a) and Fig.3.1(b) we plot the asymptotic and the simulative AG versus SNR for BFT, WINGS and WKFT methods for the coherent MVDR beamformer with and without Q-loading, respectively. The superior performance of the BFT over that of the WINGS and WKFT in both analytic and simulative curves, is expected due to its low focusing error. The performance difference is especially large in the analytic AG curves and increases with SNR, while the simulative curves exhibits a smaller yet still significant performance difference. The significant difference between the analytic and simulative AG especially in the BFT method is due to the fact that in the analytic calculation we use the asymptotic focused covariance matrix (3.9) while in the simulation we use the SMI estimation version of it (1.18) computed by averaging over $K = 46$ snapshots. In Fig.3.2 the AG of the BFT focused beamformer without Q-loading is plotted for various values of $K$. The analytic AG (3.17) which is considered to be the asymptotic AG is also plotted and we can see that as $K$ increases, the simulative curves approach the analytic curve.

Finally, comparing Fig.3.1(a) and Fig.3.1(b) we see that a significant improve-
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Achievement of the AG is achieved by appropriate Q-loading of the covariance matrix. We see that the Q-loading effectively reduces the sensitivity of the MVDR beamformer to the focusing errors of the different methods as well as to the SMI estimation errors and DOAs uncertainties. In Fig.3.3 the AG versus ISR is plotted for SNR value of 40dB. The BFT exhibits superior performance for all SIR values.

Let us now examine a single source example. In Fig.3.4(a) and Fig.3.4(b) we plot the asymptotic and the simulative AG versus SNR for BFT, WINGS and WKFT methods for the case of one source and DOA uncertainty for the MVDR focused beamformer with and without Q-loading, respectively. First, we note the significant improvement in the AG achieved by the Q-loading. Without Q-loading the AG decreases to values below $-40$dB, while with Q-loading we observe a slight decrease in the AG for mid range SNR values. However, as the SNR increases the Q-loading term become significant and the AG converges to a steady value, which depends on the focusing errors. The comparison of the performance of the different focusing methods for the single source case given in Fig.3.4 shows a significant advantage of the BFT over that of WINGS, while WKFT exhibits relatively good performance. We see that in this case WKFT has an advantage over the BFT in the simulative curve. While in the analytic curve, BFT achieves a good AG over the entire range of the SNR values while WKFT achieves the best AG at low SNR values. From both Fig.3.4(a) and Fig.3.4(b) it can be seen that WKFT achieves an AG about 1dB higher then that of the BFT in the region of the low SNR values. The reason for this is that in both BFT and WINGS methods, the beamwidth is wider than the beamwidth in the WKFT method as can be seen in Fig.3.5(a).
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where the beampatterns of all the methods are plotted for the single source case and for low SNR value of $-10\text{dB}$. In order to understand this phenomena, we examine in Fig.3.5(b) the corresponding magnitudes of the adaptive coefficients vector. In BFT and WINGS which are considered to be an interpolation based approaches, it can be seen that the ”effective” array is reduced to only 16 sensors while the physical array was of 20 sensors. Since the single source AG is roughly $10\log_{10} N$ where $N$ is the number of sensors, we get a difference of approximately 1dB in the AG.

The results presented in this section demonstrated the superiority of the BFT over the WINGS and WKFT focusing methods in multi-source scenarios in the presence of DOA uncertainties. We also demonstrated the efficiency of the Q-loading procedure introduced in section 3.2 in improving the robustness of the focused MVDR beamformer to focusing errors and to the SMI implementation errors.

3.5 Summary

In this chapter, we first treated the important issue of reducing the beamformers’ sensitivity to focusing errors, and to other modelling errors such as gain and phase calibration errors, source direction errors, and covariance matrix estimation errors. We derived the Q-loaded wideband focused SMI-MVDR beamformer, which is a practical robust MVDR version for the focused beamformer. The Q-loaded focused MVDR beamformer employs a generalized transformation-dependent loading of the sample covariance matrix, thus taking into account the focusing process.
in the robust version. This yields superior robustness compared to that of the popular diagonal loading method. We note that the Q-loaded MVDR beamformer is a *transformation-dependent* process, which may be applied after any arbitrary focusing scheme for robust focused beamforming.

To evaluate the performance of the proposed BFT method and other focusing methods we derived an analytic expression of the asymptotic AG for the SMI-implementation of the focused Q-loaded MVDR beamformer. Simulation results have illustrated the superiority of the proposed BFT method for the multi-source case in DOA uncertainties conditions compared to that of the WINGS and WKFT focusing methods. This is attributable to the low focusing error of the BFT across the entire bandwidth, which yields more accurate focused data. In the single source case, WKFT exhibits relatively good performance because of its narrower beamwidth compared to other focusing methods. The significant improvement in the performance and robustness of the focused Q-loaded MVDR beamformer with respect to that of the un-loaded MVDR was also demonstrated.

An eminent point arising from both Fig.3.1(b) and Fig.3.4(b) is the degradation in the analytic performance of WINGS and WKFT methods as the SNR increased. In the following chapter, we investigate this degradation and show analytically that it occurs due to the focusing error in the desired source direction. In order to reduce this sensitivity, we propose and study two robust methods for coherent focused wideband MVDR beamforming.
Figure 3.1: Array gain versus SNR for BFT, WINGS and WKFT for the case of two sources and DOA uncertainties. (a) With Q-loading, (b) Without Q-loading
Figure 3.2: AG versus SNR of BFT for various values of the number of the snapshots $K$ for the case of two sources with DOA uncertainties and without Q-loading.
Figure 3.3: Array gain versus ISR for $SNR = -10$dB. Two sources and DOA uncertainties and using Q-loading.
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Figure 3.4: Array gain versus SNR for BFT, WINGS and WKFT for the case of one source and DOA uncertainty. (a) With Q-loading, (b) Without Q-loading
Figure 3.5: (a) Beampattern versus angle for the various methods for the one source case and $SNR = -10\text{dB}$, (b) Absolute value of the MVDR coefficients vector versus sensors for the various methods for the one source case and $SNR = -10\text{dB}$
Chapter 4

Reducing the Sensitivity of the Focused Wideband MVDR Beamformer to the Transformation Accuracy

4.1 Introduction

In the previous chapter, we investigated the performance of the focused MVDR beamformer in the presence of DOA uncertainties. We evaluated the performance of the BFT method which was presented in chapter 2 and compared it to that of the panoramic focusing WINGS method and of the WKFT method which require preliminary DOAs estimates. The results indicated a high sensitivity of the focused
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MVDR to focusing errors in high SNR values for the various focusing methods. The AG degradation is especially large for the WINGS method which has relatively large focusing errors.

In this Chapter, we investigate this sensitivity and show analytically that it is caused due to focusing errors in the desired source direction. We will concentrate on a single source case whose DOA is assumed to be known perfectly.

In order to reduce the sensitivity of the coherent MVDR to focusing errors, we propose and study two robust methods for coherent focused wideband MVDR beamforming. The first method is based on modifying the MVDR beamformer by implementing a robust General-Rank (GR) beamforming scheme and the second is based on modifying the focusing transformation so that the focusing error is reduced in the direction of the desired source. A numerical study demonstrates a significant performance improvement of the proposed robust schemes when applied. Throughout this chapter, we examine the WINGS [22] focusing method in order to demonstrate the performance degradation due to focusing error and the improvement achieved by the robust proposed methods. We study WINGS method because it is a panoramic focusing method and hence, is not influenced by DOA uncertainties, so we can analyze the sensitivity to focusing error more simply.

This chapter is organized as follows: in Section 4.2, we conduct a numerical and simulative study for the single source case using the WINGS focusing method. In Section 4.3, we derive an analytic approximation to the degradation of the AG as a function of the focusing errors and the SNR. We show analytically that this
4.2 SENSITIVITY TO FOCUSING ERROR

degradation occurs due to focusing error in the desired source direction. We also show that the AG deteriorates as the reciprocal of the squared SNR. In order to overcome the sensitivity to focusing errors we propose in Section 4.4 two robust schemes for wideband focused beamforming. In Section 4.5, we conduct a performance analysis demonstrating the efficacy of the proposed methods. Finally, we summarize this chapter in Section 4.6.

4.2 Sensitivity to Focusing Error

The results of Section 3.4 show a considerable sensitivity of the wideband focused MVDR to focusing errors for high SNR values. To investigate this sensitivity, we will analyze the single source case whose DOA is assumed to be known perfectly. We consider the WINGS method as a test case since it is a panoramic focusing method which is not influenced by the DOAs uncertainties.

Let us examine the AG for the single source case in the presence of additive white noise and perfect knowledge of its DOA. The simulation parameters are identical to those of Section 2.5. Fig. 4.1 shows the asymptotic and the simulative AG versus SNR for the coherent focused WINGS MVDR beamformer. Also shown is the performance when a loading term was added to the covariance matrix before inversion. This operation limits the norm of the beamformer coefficients vector yielding a robust beamformer (for more details see Chapter 3). We can see that the loading term improves the performance especially in high SNR values. Yet, in both cases we can see a significant decrease in the AG as the SNR increases. The performance of WINGS followed by the unloaded MVDR is severely degraded in
Figure 4.1: AG versus SNR, for the case of a single source and perfect knowledge of its DOA. With and without loading.

high SNR values. The fact that the degradation also occurs in the single source case and also in the analytic curve implies that the performance is very sensitive to a focusing error in the desired source direction, and less sensitive to focusing errors in the interferences DOAs. In the following section, we investigate this degradation and show analytically that it occurs due to the focusing error in the desired source direction.

4.3 Sensitivity to Focusing Error for the case of a Single Frequency

In this section, we derive an analytic approximate expression for the AG in the single frequency case. We attempt to provide some insight into the performance
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degradation by analytically studying the case of a single frequency focusing transformation from $w_j$ to $w_0$. From the results of the previous section we saw that without loading, the degradation is very severe, thus, the following analysis treats the unloaded MVDR case. We statistically model the focusing errors and show analytically how the AG decreases as the SNR increases in the presence of focusing error. The following analysis is based on modelling the focusing errors as small random independent perturbations of the amplitudes and the phases of the elements of the focused steering vector. A similar model has been used in [40], in order to analyze the sensitivity of the MVDR to amplitude and phase errors of the sensors. We now may write the $m$th element of the focused steering vector from frequency $w_j$ to $w_0$ as

$$[T(w_j)a_\theta(w_0)]_m = a_{\theta,m}(w_0)(1 + \Delta a_m(w_j) + j \Delta \phi_m(w_j)) \triangleq a_{\theta,m}(w_0)(1 + \Delta g_m(w_j)),$$

where $a_{\theta,m}(w_0) = \exp(j \psi_m(w_0))$ is the ideal focused steering vector, and $\Delta g_m(w_j)$ represents a zero-mean complex gain error of the $m$th sensor. We assume that the random gain errors are independent from sensor to sensor and have the same variance given by

$$\sigma^2_g(w_j) \triangleq E[|\Delta g_m(w_j)|^2], \quad m = 1, \ldots, N$$

(4.2)

The focused data vector at frequency $w_j$ is given by

$$x^f(w_j) = s(w_j)a_\theta^f(w_0, w_j) + T(w_j)n(w_j).$$

(4.3)
where $s(w_j)$ is the desired signal component at frequency $w_j$. $n(w_j)$ is the additive noise at frequency $w_j$ which is assumed to be a zero-mean white Gaussian process with variance $\sigma_n^2$. For the sake of simplicity we assume $T(w_j)$ to be unitary, then the focused covariance matrix $R_f^x(w_j, w_0)$ can be expressed as

$$R_f^x(w_j, w_0) = \sigma_s^2(w_j) a_f^\theta(w_0, w_j) a_f^\theta(w_0, w_j)^H + \sigma_n^2(w_j) I$$

(4.4)

where $\sigma_s^2(w_j)$ is the power of the desired signal at $w_j$. The weight vector of the focused MVDR beamformer is given by

$$w_f^\theta = \frac{(R_f^x(w_j, w_0))^{-1}a_\theta(w_0)}{a_H^\theta(w_0)(R_f^x(w_j, w_0))^{-1}a_\theta(w_0)}$$

(4.5)

It can be shown that the output AG of the focused MVDR beamformer is (See appendix A.3)

$$AG = \frac{N + \sigma_g^2}{(1 + (N - 1)\sigma_g^2\xi)^2 + (N - 1)(N + \sigma_g^2)\sigma_g^2\xi^2} \xrightarrow{\xi \gg 1} \frac{1}{\xi^2}$$

(4.6)

where $\xi$ is the input SNR. Equation (4.6) indicates that the output AG is inversely proportional to $\xi^2$ for $\xi \gg 1$. In order to examine the quality and validity of the statistical approximation, Fig.4.2(a) compares the analytic (3.17) and approximated (4.6) AG received by BFT and WINGS methods for the case of a single frequency $f = 1710$Hz which has been focused to a lower frequency $f_0 = 1500$Hz. The case of a single frequency $f = 1240$Hz which has been focused to a higher frequency $f_0 = 1500$Hz is depicted at Fig.4.3(a). Figs. 4.2(b),4.2(c) and 4.3(b),4.3(c) plot
the corresponding focusing errors versus sensor index. We can see from Fig.4.2(a) that for focusing a high frequency onto a lower one, we get a relatively good fit of the analytic (3.17) and the approximated (4.6) AG, especially in the WINGS method. The AG begin decreasing at a rate of $1/\xi^2$ from $\xi \approx 20dB$ for the BFT and from $\xi \approx -10dB$ for the WINGS. The relatively small and roughly uniform errors in Figs 4.2(b) and 4.2(c) and the good fit of (3.17) and (4.6) justify the statistical approximation in this case. In Fig.4.3(a) we see a significant difference between the analytic and approximated AG when focusing a low frequency onto a higher one. This is because of the highly non uniform distribution of the focusing error across the array at both BFT and WINGS as illustrated in figs 4.3(b) and 4.3(c). In this case the statistical model assumptions are not valid and the approximated AG (4.6) may not be used. However we note that also in this case we observe a rate decay of $1/\xi^2$ in the WINGS as predicted by (4.6). So (4.6) provides some insight for the degradation of the AG in high SNR values in the presence of a focusing error, especially when focusing from high frequency to a lower one.

In the next section we propose two methods to reduce the sensitivity to focusing errors in high SNR values.

4.4 Robust MVDR Focused Beamformers for Coherent Wideband Array Processing

In this section we propose and examine two methods designed to combat the problem of sensitivity of the focused MVDR at high SNR values.
4.4.1 General-Rank Focused MVDR (GR-MVDR)

Let us examine more closely the structure of the signal component in the focused covariance matrix $\mathbf{R}_x^f$ (3.8). Inserting $\mathbf{R}_x(w_j) = \sigma_x^2(w_j) \mathbf{a}(w_j) \mathbf{a}^H(w_j) + \mathbf{R}_n(w_j)$ into (3.8) we get

$$\mathbf{R}_x^f = \mathbf{R}_s^f + \sum_{j=1}^{J} \mathbf{T}(w_j) \mathbf{R}_n(w_j) \mathbf{T}^H(w_j)$$

(4.7)
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Figure 4.3: (a) The analytic AG (3.17) for BFT (solid), and for WINGS (dashed), the approximated AG (4.6) for BFT (stars) and for WINGS (circles) for case of a single frequency $f_j = 1240\text{Hz}$ transformed to the focusing frequency of $f_0 = 1500\text{Hz}$. (b) Transformation error vs. sensor index - BFT. (c) Transformation error vs. sensor index - WINGS.

where $\mathbf{R}_s^f$ is the signal component of the focused covariance matrix

$$
\mathbf{R}_s^f = \sum_{j=1}^J \sigma_s^2(w_j) \mathbf{T}(w_j) \mathbf{a}_{\theta_d}(w_j) \mathbf{a}^H_{\theta_d}(w_j) \mathbf{T}^H(w_j).
$$

(4.8)

From the above structure we see that the rank of the signal component covariance is larger than one. Therefore, we should use the general rank MVDR beamformer e.g. [41]. For the case where the source spectrum $\sigma_s^2(w_j)$ is known, we may find the Minimum Variance solution for the weight vector by maintaining a distortionless
array response to the signal covariance

$$\min_w w^H(w_0)R^f_x w(w_0) \quad \text{subject to } w^H(w_0)R^f_x w(w_0) = 1.$$  \hspace{1cm} (4.9)

Following [41], the solution of (4.9) is given by

$$w_{GR-MVDR}^f = \mathcal{P}\{(R_x^f)^{-1}R_s^f\},$$ \hspace{1cm} (4.10)

where $\mathcal{P}\{\cdot\}$ denotes the principal eigenvector of a matrix.

**Robust GR-MVDR for the focused wideband MVDR**

In [41] a robust version handling the uncertainties in the knowledge of $R_x^f$ is also derived, based on the concept of the narrowband diagonal loading. We now extend the robust narrowband version of [41] to the focused wideband case. We are interested in limiting the white noise gain of the beamformer. In case of the focused beamformer, the output noise power is given by

$$\sigma_n^2_{out} = \sigma_n^2(w_0^f)^H \left( \frac{1}{J} \sum_{l=1}^{J} T(w_l) T^H(w_l) \right) w_{\theta}^f,$$ \hspace{1cm} (4.11)

where we assume that the noise spectrum is frequency independent, i.e. $\sigma_n^2(w) = \sigma_n^2, \forall w$. Thus, limiting the white noise gain yields the following additional quadratic constraint

$$w_{\theta}^f^H Q w_{\theta}^f \leq T_0,$$ \hspace{1cm} (4.12)
where $Q = \frac{1}{J} \sum_{l=1}^{J} T(w_l) T^H(w_l)$ and $T_\theta$ is a design parameter. Solving (4.9) with the additional constraint (4.12), by using the lagrange multipliers method, we get

$$(R_x^f + \beta Q)^{-1} R_s w^f_\theta = \frac{1}{\lambda} w^f_\theta.$$  

(4.13)

The solution to (4.13) is given by the robust Q-loaded form of the GR-MVDR

$$w^f_{GR-MVDR-QL} = \mathcal{P}\left\{ (R_x^f + \beta Q)^{-1} R_s^f \right\},$$  

(4.14)

where $\beta$ is the loading factor. Note that the GR focused MVDR requires a-priori knowledge of the spectral shape of the source $\sigma^2_s(w_j)$. In practice the spectral density should be estimated. Following [41] we use a robust version combating a small signal spectrum mismatch

$$w^f_{ROBUST-GR-MVDR} = \mathcal{P}\left\{ (R_x^f + \beta Q)^{-1}(R_s^f - \varepsilon I) \right\},$$  

(4.15)

where $\varepsilon$ is the norm of the error in $R_s^f$. Since the robust version is required for high SNR values, reasonably accurate PSD estimation of the source spectrum should be possible.

### 4.4.2 Enhanced Focusing (EF)

This method attempts to reduce the focusing error directly, and will be presented for WINGS focusing. WINGS has a relatively large focusing error due to the panoramic focusing requirement. Adding an additional error component in the
desired source direction to the LS minimization term (1.12) of the WINGS enables us to reduce the error in the source direction. In this case, the minimization term of the WINGS (1.8) becomes:

$$\varepsilon_j^2 = \frac{1}{N} \left\| [\tilde{G}(w_0) - T(w_j)\tilde{G}(w_j)] \right\|^2_F,$$

where

$$\tilde{G}(w) = [a_{\theta_d}(w), G(w)]$$

and $\theta_d$ is the desired source direction. This solution achieves better performance as shown in the next section. Yet, it requires an accurate estimation of the desired source direction which is a drawback. In order to increase the robustness to DOA uncertainties, we add 4 auxiliary directions at $-2, -1, 1, 2$ degrees relative to the assumed desired source direction. In this case, (4.17) becomes

$$\tilde{G}(w) = [a_{\theta_d-2}(w), a_{\theta_d-1}(w), a_{\theta_d}(w), ..., a_{\theta_d+2}(w), G(w)].$$

Fig. 4.4 illustrates the benefit of adding the auxiliary directions. We can see that WINGS-EF with the auxiliary directions as in (4.18) is robust to direction errors of approximately 2 degrees.
4.5 Performance Analysis of the Robust Focused MVDR

In this section, the performance of the proposed robust focused MVDR schemes, is numerically studied for the single source case. The simulation parameters are identical to those in Section 2.5. The signal spectrum which is required for the GR-MVDR is assumed to be flat in accordance with the simulation. There is an error at the desired source direction of 1.5 degrees.

Figure 4.4: Focusing error versus angle for the various robust methods. Also presented the non-robust WINGS for comparison. The diamond marks the true source direction.
4.5.1 Sensitivity to Source DOA

Fig. 4.5 shows the analytic and simulative AG versus SNR of the focused WINGS-MVDR robust and non robust methods with a loading term. One can see that both robust schemes improve the performance of the focused WINGS MVDR, bringing the AG closer towards the ideal values. Both methods exhibit robustness to the DOA error.

4.5.2 Sensitivity to Source Spectrum

In this section we examine the sensitivity of the focused GR-MVDR to errors in the spectral shape of the source. Note that we assume a flat signal spectrum in accordance with the above example in which, white Gaussian sources were
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Figure 4.6: Array gain of the GR-MVDR solution for AR source spectrum with a known DOA. A maximal deviation of 3.5dB.

simulated. Figs. 4.6 and 4.7 demonstrate the performance of the focused GR-MVDR method when the source is shaped by an Auto-Regressive filter of a single pole whose spectrum is plotted at Fig. 4.8. In Figs. 4.6 and 4.7 we examine, respectively, 3.5dB and 1dB maximal spectral deviation between the actual and the assumed spectrum. From these examples we see that the robust extension of the focused GR-MVDR method (4.15) can handle a spectral deviation smaller than 1dB. In practice, for a larger deviation, spectrum estimation of the desired source should be used.
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Figure 4.7: Array gain of the GR-MVDR solution for AR source spectrum with a known DOA. A maximal deviation of 1dB. The legend is like in fig. 4.6.

Figure 4.8: Spectrum of the Auto-Regressive signal. 1dB maximal deviation (dashed) and 3.5dB maximal deviation (solid).
4.6 Summary

We investigated the sensitivity of the focused MVDR beamformer to focusing errors in high SNR values and show analytically that the output AG of the focused MVDR is inversely proportional to the squared SNR. In order to reduce this sensitivity, we proposed and investigated two robust methods for wideband focused beamforming. The proposed methods aim at reducing the sensitivity of the beamformer’s performance to focusing error, especially at high SNR scenarios. This sensitivity is more significant in interpolation based focusing methods which do not require preliminary estimates of the DOAs but have higher focusing errors. This independence of the focusing procedure on the preliminary DOAs estimates is a desirable property, therefore, designing robust MVDR beamformers for interpolation based focusing schemes is of importance. The first robust method is based on modifying the MVDR beamformer using the General-Rank (GR) approach, and the second is based on modifying the focusing scheme itself. We examine the proposed methods by applying them to the WINGS focusing transformation. The results indicate that both EF and GR-MVDR focusing methods can improve the performance of the WINGS significantly, especially at high SNR values. The GR-MVDR requires a spectral source estimation and the EF method requires an estimation of the desired signal DOA. However, the GR-MVDR method is computationally advantageous over the EF method, since spectral estimation is considerably less complex than data dependent calculation of the focusing transformations.
Chapter 5

Conclusion

5.1 Summary

In this work, we have proposed and investigated a Bayesian approach for focusing transformation design, which takes into account the statistical uncertainties in the DOAs during the focusing process. The focusing transformation block serves as a preprocessor stage of the wideband adaptive beamformer aiming at transforming the steering vectors of the array onto a fixed steering vector matched to a specific frequency, thus, allowing the use of a narrowband adaptive beamforming algorithm. The proposed Bayesian focusing approach is a compromise between the directional focusing approach which requires preliminary DOA estimates, and the panoramic focusing approach which is based on spatial interpolation and does not require any DOA estimates. A close form solution to the BFT is derived using a weighted extension of the WINGS focusing approach. The solution to the Bayesian focusing problem yields an optimal MMSE focusing transformation and
consequently an improved focused beamformer with better AG.

The proposed BFT approach requires the conditional PDFs of the DOAs to be available. In practice, they are not known perfectly and should be estimated from the received data. In order to estimate them, we proposed a time progressing algorithm which consists of two stages, the first performs DF on the focused vector and the second stage is the focused beamformer algorithm.

Adaptive beamformers such as the MVDR have a high sensitivity to focusing errors, and to other modelling errors such as gain and phase calibration errors, source direction errors, and covariance matrix estimation errors. This sensitivity can be reduced in the narrowband case by employing the diagonal loading procedure. In this work we derived the Q-loaded wideband focused SMI-MVDR beamformer, which is a generalization of the diagonal loading scheme suitable to the focused wideband beamformer.

The Q-loaded focused MVDR beamformer employs a generalized transformation-dependent loading of the sample covariance matrix, thus taking into account the focusing process in the robust version. This yields superior robustness to the focused beamformer, compared to that of the popular diagonal loading method.

We evaluated the performance of the proposed BFT method and other focusing methods by conducting simulations and comparing their results to the analytic expression of the AG which was derived earlier. The results illustrate the superiority of the proposed BFT method for the multi-source case in DOA uncertainties conditions compared to that of the WINGS and WKFT focusing methods. This
is attributed to the low focusing error of the BFT across the entire bandwidth, which yields more accurate focused data. The significant improvement in the performance and robustness of the focused Q-loaded MVDR beamformer with respect to that of the un-loaded MVDR was also demonstrated.

The simulation results demonstrate a consistent degradation in the performance of WINGS and WKFT methods as the SNR increased. We investigate this degradation and show analytically that it occurs due to the focusing error in the desired source direction. There is a rate decay of $1/\xi^2$ where $\xi$ is the input SNR.

In order to reduce this sensitivity, we proposed and studied two robust methods for coherent focused wideband MVDR beamforming. The proposed methods aim at reducing the sensitivity of the beamformer’s performance to focusing error, especially at high SNR scenarios. This sensitivity is more significant in interpolation based focusing methods which do not require preliminary estimates of the DOAs but have higher focusing errors. The first robust method is based on modifying the MVDR beamformer applying the General-Rank (GR) approach, and the second is based on modifying the focusing scheme itself. We examined the proposed methods by applying them to the WINGS focusing transformation.

5.2 Future Research

The methods we have proposed in this work open several interesting directions for future study:

1. In this work we assumed that the sources propagate at a free medium. This
assumption is lenient since the impulse response of the channel is not taken into account. One of the effects of a typical channel is the multipath effect which causes reflected versions of the signal to be received by the array. This leads to a singular source covariance matrix due to perfect coherence between the signal and its reflections, and as a consequence, to the signal cancellation problem, which is a serious drawback in adaptive beamformers. In [28] a steered wideband adaptive beamformer optimized by a maximum likelihood criterion is presented and discussed in the light of a very general reverberation model. Yet, the proposed channel model is fairly simplistic. Note that the focusing procedure decorrelates the covariance matrix of the received vector [13], thus removing the singularity due to the correlated signals. In light of the above, an analytic and simulative study of the BFT in more realistic reverberant multipath environment is of considerable interest.

2. The BFT focusing procedure requires apriori knowledge of the PDFs of the DOAs or an estimated version of them. We modelled them as gaussian random variables where we estimated their mean using a DF algorithm and assumed their variance to be a fixed value equal to a quarter of the 3dB beamwidth. A possible improvement would be to take the CRB of the estimations produced by the DF algorithm to be the variance of the gaussian PDFs. This allows us to take into account other parameters which supposed to influence the PDF, such as SNR. A different approach would be to model the DOAs using a Markov chain. The motivation is to model not only the DOAs themselves but also the connection between DOAs estimates produced
at different times.

3. The BFT was developed using a weighted extension of the WINGS method [22]. It is designed to provide a focusing method which is robust to DOAs uncertainties. In practice, there are other array calibration errors which should be taken into account. We take care of them by employing the Q-loaded MVDR beamformer. In [22] two robust extensions to the WINGS method are presented aiming at increasing the robustness to the noise gain of the transformation which can be caused also because of array calibration errors. Employing this robust extensions also to the BFT will yields a focusing method which is robust to both DOA uncertainties and array calibration errors.

4. In Section 2.5 it was demonstrated that WINGS introduces high errors at frequencies below the focusing frequency. This is expected since WINGS is an interpolation based focusing method, in which focusing is equivalent to spatial interpolation [18] of the array. Interpolating from a low frequency to a higher one, is equivalent to extrapolating the array beyond its physical length, thus, yielding high focusing errors. One can reduce the WINGS transformation error by focusing to the lowest frequency of the bandwidth. However, this will reduce the effective aperture of the focused array, thus reducing the spatial resolution of the array. In the literature there are several papers dealing with the issue of choosing the optimal focusing frequency (e.g. [38,39]). It is expected that optimization of the focusing frequency for the BFT as well as for other focusing transformations will also can improve
its performance.

5. BFT is a non-unitary focusing method. In the literature the benefits of a unitary focusing transformation is demonstrated [9]. In [24] a unitary focusing transformation which employing a weighting function is derived. Combining both the Bayesian approach and the unitary approach of [24] is expected to yield a considerably more robust focusing method.

6. In Chapter 3 we demonstrate the performance degradation in low SNR values in interpolation based approaches (see Fig.3.5(b)). This degradation is significant especially in the single source case where the adaptive beamformer is reduced to the conventional beamformer, since the array beamwidth is widened. It is of interest to further investigate this degradation and to find techniques to reduce it when using interpolation based methods.

7. In Chapter 4 we proposed and investigated two robust methods aiming to handle the sensitivity in high SNR values due to focusing error in the desired source direction. This study can be extended to other focusing methods such as the unitary focusing transformation proposed in [24].

8. In this work, the issue of computational complexity of the BFT was not considered and compared to other focusing methods. It is desirable to evaluate this complexity and to search for techniques to reduce it.
A.1 Derivation of (3.6)

Using the method of Lagrange multipliers to solve (3.5a)-(3.5c), the function to be minimize is

\[ F = (w^f_\theta)^H R^f_x w^f_\theta + \beta (w^f_\theta)^H Q w^f_\theta - T_0 \]
\[ + \lambda [a^H_\theta (w_0) w^f_\theta - 1] + [(w^f_\theta)^H a_\theta (w_0) - 1] \lambda^H. \]  

Taking the gradient with respect to \( w^f_\theta \) and setting the result to zero gives

\[ (w^f_\theta)^H R^f_x + \beta (w^f_\theta)^H Q + \lambda a^H_\theta (w_0) = 0, \]

or

\[ (w^f_\theta)^H = -\lambda a^H_\theta (w_0) \left[ \beta Q + R^f_x \right]^{-1}. \]

Solving for \( \lambda \) by substituting (A.3) into (3.5b) yields (3.6). Note that the above derivation is an extension of the well known diagonal loading solution which is
used for the narrowband case.

### A.2 Proof that $w^H Q w$ is a monotonically decreasing function of $\beta$

Let us define

$$
\tilde{a}_\theta(w_0) = Q^{-\frac{1}{2}} a_\theta(w_0) \quad (A.4)
$$

$$
\bar{R}_x^f = Q^{-\frac{1}{2}} R_x^f Q^{-\frac{1}{2}},
$$

substituting (A.4) into (3.6), we get

$$
\begin{align*}
\bar{R}_x^f &= Q^{-\frac{1}{2}} (R_x^f + \beta I)^{-1} \tilde{a}_\theta(w_0) \\
\end{align*}
$$

Now, calculating $(w^f_\theta)^H Q w^f_\theta$ we get

$$
(w^f_\theta)^H Q w^f_\theta = \frac{\left\| (\bar{R}_x^f + \beta I)^{-1} \tilde{a}_\theta(w_0) \right\|^2}{\left( \tilde{a}_\theta^H(w_0) (\bar{R}_x^f + \beta I)^{-1} \tilde{a}_\theta(w_0) \right)^{\frac{1}{2}}} = h(\beta). \quad (A.6)
$$

$h(\beta)$ has the form of the diagonal loading constraint for which there is a well-known proof that it is a monotonically decreasing function of $\beta$, see e.g [1] p.589.
A.3 Derivation of (4.6)

Defining:

\[ G = \begin{bmatrix}
1 + \Delta g_1(w_j) & 0 & \cdot & \cdot & 0 \\
0 & 1 + \Delta g_2(w_j) & \cdot & \cdot & 0 \\
\cdot & \cdot & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & \cdot & \cdot \\
0 & 0 & \cdot & \cdot & 1 + \Delta g_N(w_j)
\end{bmatrix} \quad (A.7) \]

The covariance matrix for the case of a single source with a single frequency \( w_j \) is

\[ R = \sigma_d^2(w_j) \tilde{a}_\theta(w_j) \tilde{a}_\theta^H(w_j) + \sigma_n^2(w_j) I, \quad (A.8) \]

where \( \tilde{a}_\theta(w_j) = G a_\theta(w_j) \). Using Woodbury’s Identity [32], the inverse of (A.8)

\[ R^{-1} = \sigma_n^{-2}(1 + \xi \tilde{a}_\theta^H(w_j) \tilde{a}_\theta(w_j)) I - \xi \tilde{a}_\theta(w_j) \tilde{a}_\theta^H(w_j) \]

\[ 1 + \xi \tilde{a}_\theta^H(w_j) \tilde{a}_\theta(w_j) \quad (A.9) \]

where \( \xi \triangleq \frac{\sigma_d^2(w_j)}{\sigma_n^2(w_j)} \). The SINR in the beamformer output is

\[ SINR = \frac{w^H(w_j) \tilde{a}_\theta(w_j) \tilde{a}_\theta^H(w_j) w(w_j)}{w^H(w_j) w(w_j)}, \quad (A.10) \]

where \( w(w_j) \) is the MVDR beamformer coefficient vector.

It can be shown that \( E\{\tilde{a}_\theta^H(w_j) \tilde{a}_\theta(w_j)\} \xrightarrow{N \gg 1} N(1 + \sigma_\theta^2(w_j)) \) where

\[ \sigma_\theta^2(w_j) \triangleq E \left[ |\Delta g_m(w_j)|^2 \right], \quad m = 1, \ldots, N. \quad (A.11) \]
Substituting the last result and the MVDR coefficient vector expression into (A.10) yields (4.6).
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טעשה ישועה באנחת יאומן ברציב מ ulaマルקך עוץ החינוך הקציבי.

בגס TTLי

ניתן להתחק את החישיטה עליעוב עינוולת יוסדר רצב סטר américain עייזורית עייזורית.

התקשורות האפרוניות הינה Internacional תועדו תועדו אלה הקציבים על עור

בתוחםים והן שופטו במקוה התדר. שיפור לא הקציבים במקוה התדר בקווים

שמעיש במשגון מסתגלים מאיובים, אולא שופטו לא הקציבים במקוה התדר

ممושך אפרוניות עיגון יוסדר רצב שופט כל תדר ודרכו. ההפרדה

הxfff ת.reAFPATE של התיקון הלא הקציבים המשים סיבובים 회בויי עיבוד הקציבים

ייחסי רא תמקודים ש.showMessage לועבר ושלע𝔻ן והמקודים, התכניות ה처

לפתרון האופטימלי שישה של פצייא באות הרדחיב בסקיבובות, קונ

סיבוב ברבר kéoיות ש. fixes

תקשורות השכנייה על intent עיגון דר לקוספלה יוסדר יוסדר התדר הקציבים פימיד

שקט השכניות לקוספלה יוסדר לשوش שימווש במקוה ההתדר (Focusing Transformations)

במקוה התדר ליניאריור, אשר

המקודה אי התור המפרים תלוי התדר של השון לתוך מחרב ייז המוניות לתדר

המקודה. כנתואת בשילוב המיקוד, האות המוניות היה אוות לעבר

סקופסילאט רבעת סטר_ob של קוספלה יוסדר רצב סטר לכל ינות לכל עילון

אלמלא רבד סטר, לכישר, יאומן איגוריתים h - 8.Distortionless Response (MVDR)

.יתרונות התיקעונים של השיטה

הקיטוקתניות על פי הלא-הקיטוקניות הינה סיבובית יחיש ייסוף ייסוף,

התקניות מחירה ינית לתחום האופטומיאלי והתחדשות סטבה יותר על עיצוי

ביוטא אוזי רצוב בסקיבובות קיטוקטיות.
Bayesian Focusing Transformations - אל有很多种 של תמרות מיקוד שהוצגו ובחנו במחלקת האלים. התמרות המיקוד בכולן מתמקדות בשנית עם קואורדינטות מרכזיות, ומשמשות להבנה של מערכת תמרות מיקוד עיקריות, כמו התמרות ביאנסיאניות (Bayesian Focusing Transformations - BFT). התמרות אלו משתמשות בהתמקדות של תמרות במיתוגים של מערכת תמרות מיקוד, ומשמשות להבנה של התמרות המיקוד. התמרות המיקוד בכולן מתמקדות בשנית עם קואורדינטות מרכזיות, ומשמשות להבנה של מערכת תמרות מיקוד עיקריות, כמו התמרות ביאנסיאניות (Bayesian Focusing Transformations - BFT).

*Q-Loaded Focused MVDR* - התמרות המיקוד בכולן מתמקדות בשנית עם קואורדינטות מרכזיות, ומשמשות להבנה של מערכת תמרות מיקוד עיקריות, כמו התמרות ביאנסיאניות (Bayesian Focusing Transformations - BFT). התמרות אלו משתמשות בהתמקדות של תמרות במיתוגים של מערכת תמרות מיקוד, ומשמשות להבנה של תמרות המיקוד. התמרות המיקוד בכולן מתמקדות בשנית עם קואורדינטות מרכזיות, ומשמשות להבנה של תמרות המיקוד. התמרות המיקוד בכולן מתמקדות בשנית עם קואורדינטות מרכזיות, ומשמשות להבנה של תמרות המיקוד. התמרות המיקוד בכולן מתמקדות בשנית עם קואורדינטות מרכזיות, ומשמשות להבנה של תמרות המיקוד. התמרות המיקוד בכולן מתמקדות בשנית עם קואורדינטות מרכזיות, ומשמשות להבנה של תמרות המיקוד. התמרות המיקוד בכולן מתמקדות בשנית עם קואורדינטות מרכזיות, ומשמשות להבנה של תמרות המיקוד. התמרות המיקוד בכולן מתמקדות בשנית עם קואורדינטות מרכזיות, ומשמשות להבנה של תמרות המיקוד. התמרות המיקוד בכולן מתמקדות בשנית עם קואורדינטות מרכזיות, ומשמשות להבנה של תמרות המיקוד. התמרות המיקוד בכולן מתמקדות בשנית עם קואורדינטות מרכזיות, ומשמשות להבנה של תמרות המיקוד. התמרות המיקוד בכולן מתמקדות בשיתוף עם קואורדינטות מרכזיות, ומשמשות להבנה של תמרות המיקוד. התמרות המיקוד בכולן מתמקדות בשיתוף עם קואורדינטות מרכזיות, ומשמשות להבנה של תמרות המיקוד. התמרות המיקוד בכולן מתמקדה בשיתוף עם קואורדינטות מרכזיות, ומשמשות להבנה של תמרות המיקוד. התמרות המיקוד בכולן מתמקדה בשיתוף עם קואורדינטות מרכזיות, ומשמשות להבנה של תמרות המיקוד.
Wavefield Interpolated Narrowband Subspace) - The WINGS

- Doron Nevet

The method proposed here, called Wavefield Interpolated Narrowband Subspace (WINGS), was introduced by Doron and Nevet. It is designed to improve the performance of MVDR-based Focused Q-Loaded MVDR methods, especially in situations where the DOA estimation accuracy is low. The use of WINGS has shown significant improvements in terms of performance compared to other methods. The method has been tested in various scenarios, and the results indicate that it outperforms other methods, especially in low SNR conditions. In conclusion, WINGS is a promising approach for DOA estimation in challenging conditions.