point of view, we showed that by using the new formulation, a perfect detection of the speech components is possible if the noise originates from a point interference source, which can never be achieved with the single-channel case. In the case of incoherent noise, a coherent summation of the noise-free speech components is performed to allow for better speech detection, especially of low speech energy components as compared to the single-channel approaches. The proposed method applies for the general situation where the observed microphone signals are mixtures of a desired speech plus noise signals. The latter can be composed of interferences and other types of undesired signals (e.g., white noise).
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Statistical TTS (STTS) systems employ statistical models for speech production, and speech is generated from previously learned statistical models. Contrary to concatenative TTS (CTTS), which may include discontinuities, particularly when small databases are used, STTS smoothly connects adjacent phonetic units. However, STTS-generated speech is often over-smoothed, resulting in degraded speech quality in the form of muffled speech. A thorough review of STTS systems is provided in [1].

In this correspondence, we improve a baseline HMM-based STTS system by introducing 1) A robust model representation, based on a segment-wise representation, instead of the conventional frame-wise representation; and 2) A norm-regulated statistical speech feature vector that meets a norm constraint. These concepts are utilized in an iterative algorithm, proposed in this correspondence. This algorithm generates speech features with enhanced dynamics, resulting in improved generated speech naturalness, as compared to the conventional generating scheme, and verified by listening tests.

This correspondence is organized as follows. In Section II, we provide the essentials of the baseline STTS methodology used in this research. In Section III, we present the segment-wise model representation. In Section IV, we present the norm-regulated constraint, applied to the synthesized speech feature vector, and an iterative algorithm that generates speech features having enhanced dynamics. In Section V, we examine the performance of the enhanced statistical TTS system, and in Section VI we summarize this work.
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II. HMM-BASED TEXT-TO-SPEECH SYNTHESIS

A. Speech Feature Representation

A speech feature vector over an entire utterance, having \( N \) frames, is represented in this correspondence by

\[
e = \begin{bmatrix} e_1^T & e_2^T & \ldots & e_N^T \end{bmatrix}^T
\]

(1)

where \( e_i = (c_i,1, c_i,2, \ldots, c_i,M)^T \) are the expansion coefficients of the speech log-spectral amplitude, \( \log(\mathbf{A}(f^i)) \), by triangular basis functions, \( \mathbf{B}_i(f^i) \). This representation is successfully used in IBM’s state-of-the-art CTTS system, detailed in [2]. A corresponding speech reconstruction unit is detailed in [3].

The static speech features along with their first and second differences between frames, denoted dynamic features, constitute an augmented speech feature space, which is the conventional space for speech modeling. The static and dynamic features are combined into a vector \( \mathbf{o} \)

\[
\mathbf{o} = \begin{bmatrix} \mathbf{o}_1^T & \mathbf{o}_2^T & \ldots & \mathbf{o}_N^T \end{bmatrix}^T
\]

(2)

where \( \mathbf{o}_i = (c_i, \Delta^1c_i, \Delta^2c_i, \ldots, \Delta^Mc_i)^T \), with \( \Delta^1c_i = 0.5(c_{i+1} - c_{i-1}) \), and \( \Delta^2c_i = 2c_i - (c_{i+1} + c_{i-1}) \), as detailed in [6], [7], and [8]. Consequently, the vector \( \mathbf{o} \) over an entire utterance, can be obtained from \( e \) by a linear transformation

\[
\mathbf{o}_{MN \times 1} = \mathbf{W}_{MN \times MN} \mathbf{e}_{MN \times 1}
\]

(3)

where the matrix \( \mathbf{W} \) is constructed according to the first and second difference vectors \( \Delta^1c_i \) and \( \Delta^2c_i \), respectively.

B. Statistical Model

Given a continuous mixture HMM, \( \eta \), the optimal observation vector \( \mathbf{o} \) over an entire utterance is derived by [9]

\[
\mathbf{o}^{opt} = \underset{\mathbf{o}}{\arg\max} \ P(\mathbf{o}|\eta)
\]

(4)

where \( P(\mathbf{o}|\eta) = \sum_{\mathbf{q}} P(\mathbf{o}, \mathbf{q}|\eta) \), and \( \mathbf{q} = (q_1, q_2, \ldots, q_N) \) is the state sequence.

As mentioned in Section II-A, the prosody is modeled by a context-dependent regression tree, which provides the phonetic identities of states and their durations. Hence, we can reduce the general problem of solving (4) to the following problem, in which it is assumed that the state sequence \( \mathbf{q} \) is given: \( \mathbf{o}^{opt} = \underset{\mathbf{o}}{\arg\max} \ P(\mathbf{o}|\mathbf{q}, \eta) \).

In this correspondence, as others described in a review on TTS systems [1], we use a single Gaussian model with a diagonal covariance matrix. Under such assumptions, the logarithm of \( P(\mathbf{o}|\mathbf{q}, \eta) \) is

\[
\ln(P(\mathbf{o}|\mathbf{q}, \eta)) = \frac{1}{2} (\mathbf{o} - \mathbf{m})^T \mathbf{U}^{-1} (\mathbf{o} - \mathbf{m})
\]

\[
= \frac{1}{2} \left\| \mathbf{U}^{-\frac{1}{2}} (\mathbf{o} - \mathbf{m}) \right\|^2_2
\]

(5)

with

\[
\mathbf{m}_{MN \times 1} = \begin{bmatrix} \mathbf{m}_{11}^T & \mathbf{m}_{12}^T & \ldots & \mathbf{m}_{1N}^T \end{bmatrix}^T
\]

(6)

\[
\log(\mathbf{A}(f^i)) = \sum_{n=1}^{M} c_{n} \mathbf{B}_n(f^i), \text{ where } f^i \text{ denotes a mel-scale frequency.}
\]

and

\[
\mathbf{U}^{-1}_{MN \times MN} \equiv \begin{bmatrix} \mathbf{U}_{-1}^{11} & \mathbf{U}_{-1}^{12} & \ldots & \mathbf{U}_{-1}^{1N} \\ \mathbf{U}_{-1}^{21} & \mathbf{U}_{-1}^{22} & \ldots & \mathbf{U}_{-1}^{2N} \\ \vdots & \vdots & \ddots & \vdots \\ \mathbf{U}_{-1}^{N1} & \mathbf{U}_{-1}^{N2} & \ldots & \mathbf{U}_{-1}^{NN} \end{bmatrix}
\]

(7)

where the state \( q_t \) has duration \( d_t \) frames, its mean vector \( \mathbf{m}_{q_t} \) and its inverse covariance matrix \( \mathbf{U}_{-1}^{q_t} \) are replicated \( d_t \) times within \( \mathbf{U}^{-1}_{MN \times MN} \), and \( \mathbf{U}_{-1}^{q_t} \), respectively. This aspect of the conventional representation will be considered in Section III.

Taking into consideration the relation between the static and dynamic features, defined by (3), the cost function over an entire utterance is

\[
J(\mathbf{Wc}) = -\ln(P(\mathbf{Wc}|\eta))
\]

\[
= \frac{1}{2} \left\| \mathbf{U}^{-\frac{1}{2}} (\mathbf{Wc} - \mathbf{m}) \right\|^2_2
\]

(8)

To find the optimal solution \( \mathbf{c}^{opt} \) over an entire utterance, we set the first derivative of \( J(\mathbf{Wc}) \) with respect to \( \mathbf{c} \) to 0. Consequently, we get \( \mathbf{W}^T \mathbf{U}^{-1} \mathbf{Wc} = \mathbf{W}^T \mathbf{U}^{-1} \mathbf{m} \), and the optimal solution \( \mathbf{c}^{opt} \) is given by

\[
\mathbf{c}^{opt} = (\mathbf{W}^T \mathbf{U}^{-1} \mathbf{W})^{-1} \mathbf{W}^T \mathbf{U}^{-1} \mathbf{m}.
\]

(9)

We can see in Fig. 1(a) that, typically, the optimal solution (9) is over-smoothed and has much less dynamics (inter-frame variations), as compared to the corresponding natural speech features. The natural eighth expansion coefficient \( \mathbf{c}^{opt}_{8,M} \) is provided as a reference, showing the range of expected variation. Perceptually, the reduced variance in speech features is associated with muffled sound, as indicated by listening, and as also reported in [8].

Fig. 1(b) provides zooming into the word “Many,” partitioned into the marked HMM-states, \( M_1, M_2, \ldots, M_3 \), having duration in frames of \( d_{M_1} = 2, d_{M_2} = 3, d_{M_3} = 2, d_{E_{M_1}} = 3, d_{E_{M_2}} = 3, d_{E_{M_3}} = 2, d_{N_1} = 1, d_{N_2} = 2, d_{N_3} = 1, d_{Y_{M_1}} = 1, d_{Y_{M_2}} = 3, \) and \( d_{Y_{M_3}} = 3 \), respectively. The state means (solid gray line) are replicated according to the state durations; e.g., the state “M3” lasts two frames. Thus, \( \Delta^1c_i \) do not appear to fully capture the features dynamics, as also indicated by listening. We conclude from Fig. 1(a) and (b) that generated speech features should approximate the model means but, at the same time, they should fluctuate about the model means in order to have similar behavior to that of natural speech features. This may be achieved by a less restrictive model, which enables generating speech features with a controlled amount of fluctuations around the model means but sufficiently approximate the models. In the following section, we introduce a new concept of segment-wise model representation, which is found to improve the naturalness of generated speech.

III. SEGMENT-WISE MODEL REPRESENTATION

In order to understand the drawbacks of the conventional frame-wise representation, consider two contiguous states, \( q_t \) and \( q_{t+1} \), having durations \( d_t \) and \( d_{t+1} \), respectively. In the conventional approach the corresponding augmented space speech feature frames \( \mathbf{o}_{n+t}, \ldots, \mathbf{o}_{n+d_t+1} \) and \( \mathbf{o}_{n+q_{t+1}}, \ldots, \mathbf{o}_{n+d_{t+1}+1} \) approximate the corresponding model means \( \mathbf{m}_{q_t} \) and \( \mathbf{m}_{q_{t+1}} \), replicated \( d_t \) and \( d_{t+1} \) times, respectively.

Consequently, the static features, \( \mathbf{c}_{n+t}, \ldots, \mathbf{c}_{n+d_t+1} \), approximate the same static feature model mean, and at the same time, the corresponding dynamic features, \( \Delta^1c_{n+t}, \ldots, \Delta^1c_{n+d_t+1}, \Delta^2c_{n+t}, \ldots, \Delta^2c_{n+d_t+1} \), approximate the same dynamic feature model mean. The covariance matrix is replicated \( d_t \) times within a segment as well, providing the same static and dynamic weight to every generated frame and inter-frames dynamics, respectively. In addition, averaging over speech features often results in a mean value of the dynamic features that is of very low magnitude. As a result, statistically generated speech features lack speech feature dynamics and do not achieve the
natural variances, represented by model covariance matrices, as seen in Fig. 1(b). The conventional model just connects smoothly adjacent models, involving a computationally complex matrix inversion, and redundant data storage required to store the statistics of $\Delta^{1,2}c_{n_t}$, which do not have a sufficient effect, as depicted in this figure.

The above-mentioned conventional representation drawbacks often result in speech feature over-smoothing. To handle the over-smoothing problem we propose to apply a segment-wise construction of the augmented space vector $\mathbf{o}$ over an entire utterance, implemented by a modified linear segment-wise transformation, denoted $\mathbf{W}$, defined in (12) and detailed in [10].

We propose not to replicate the model mean, $\mathbf{m}_{n_t}$, $d_t$ times, but rather approximate on average $d_t$ augmented space vectors, $\mathbf{o}_{n_t, \ldots, n_t+d_t-1}$, by the model mean of state $q_t$, as follows:

$$\bar{\mathbf{o}}_{n_t} = \frac{1}{d_t} \sum_{i=n_t}^{n_t+d_t-1} \mathbf{o}_{i}$$

and

$$J(\bar{\mathbf{o}}_{n_t}) = \frac{1}{2} \left\| \mathbf{U}_{n_t}^{-\frac{1}{2}} (\bar{\mathbf{o}}_{n_t} - \mathbf{m}_{n_t}) \right\|_2^2$$

where $\bar{\mathbf{o}}_{n_t}$, $\mathbf{m}_{n_t}$, and $\mathbf{U}_{n_t}$ are the average augmented feature vector, the model mean and the model covariance matrix of state $q_t$, respectively, and $J(\bar{\mathbf{o}}_{n_t})$ is the corresponding cost function, constructed without replication of the model of state $q_t$.

The segment-wise transformation for speech feature frames pertaining to a particular state $q_t$ with duration $d_t$, is

$$\mathbf{W}_{q_t} = \frac{1}{d_t} \begin{pmatrix} 0 & 1 & \cdots & 1 & 0 \\ -\frac{1}{2} & -\frac{1}{2} & \cdots & 0 & \frac{1}{2} \\ -1 & 0 & \cdots & 1 & -1 \end{pmatrix}$$

All the matrix elements in (12) are diagonal block matrices of dimension $M \times M$ each.

The segment-wise cost function $J^{sw}(\bar{\mathbf{W}}_{q_t})$, (where $\bar{\mathbf{W}}$ denotes non replication of state models, but rather approximation on average of state models), over an entire utterance is

$$J^{sw}(\bar{\mathbf{W}}_{q_t}) = \frac{1}{2} \left\| \mathbf{W}_{q_t}^{-\frac{1}{2}} \bar{\mathbf{W}}_{q_t} - \mathbf{m}_{q_t} \right\|_2$$

where $\mathbf{m}_{MK \times 1} = [\mathbf{m}_{q_1}^T, \mathbf{m}_{q_2}^T, \ldots, \mathbf{m}_{q_K}^T]^T$, $\mathbf{U}_{MK \times MK} = \text{diag} \left[ \mathbf{U}^{-1}_{q_1}, \mathbf{U}^{-1}_{q_2}, \ldots, \mathbf{U}^{-1}_{q_K} \right]$, and $\mathbf{W} = \text{diag} [\mathbf{W}_{q_1}, \mathbf{W}_{q_2}, \ldots, \mathbf{W}_{q_K}]$ are the non-approximated model mean vector, the non-replicated model covariance matrix, and the segment-wise transformation, respectively. Here, $K$ is the total number of states in a synthesized utterance, $\mathbf{m}_{MK \times 1}$ and $\mathbf{U}_{MK \times MK}$ consist of $K$ state means, $\mathbf{m}_{q_t}$, and state covariance matrices, $\mathbf{U}_{q_t}$, respectively. This is in contrast to the frame-wise model mean vector, $\mathbf{m}_{MK \times 1}$, and covariance matrix, $\mathbf{U}_{MK \times MK}$, defined in (6) and (7), respectively, which contain replicated terms (note the different dimensions). Using the proposed segment-wise representation, the model is less restricted and enables more dynamics in generated speech features, as compared to the conventional model.

Consequently, the conventional frame-wise cost function in (8) should be denoted as $J^{fr}$ in order to distinguish between the two different cost functions. Here and forth, the segment-wise cost function and the frame-wise cost function will be marked with the corresponding superscripts “sw” or “fw,” respectively. The optimal solution for the segment-wise cost function (13) is derived as in (9)

$$c^{sw} = (\bar{\mathbf{W}}^T \bar{\mathbf{U}}^{-1} \bar{\mathbf{W}})^{-1} \bar{\mathbf{W}}^T \bar{\mathbf{U}}^{-1} \bar{\mathbf{m}}$$

Reiterating, in the segment-wise representation we require that all the frames of state $q_t$ approximate the model of $q_t$ on average, (instead of frame-wise approximation used in the conventional model, where every frame approximates a corresponding model). This results in an infinite number of solutions $c^{sw}$ for states having duration more than one frame. In such a case, the number of equations is smaller than the number variables, so the matrix $\mathbf{W}^T \mathbf{U}^{-1} \mathbf{W}$ is non-invertible and, consequently, it requires a special treatment, subject to the requirement on the generated speech feature norm. A solution to this problem is proposed in the following section.

IV. NORM CONSTRAINT

We have observed that the squared-norm of statistically generated speech feature vectors of entire utterances, $\|c^{sw}\|^2$, is often quite lower than the squared-norm of natural speech feature vectors of entire utterances, $\|c^{fr}\|^2$. This is because, first, the conventional solution, shown in (9), is the minimal norm least squares solution, and, second, due to
insufficient speech feature dynamics, a statistically generated speech feature vector norm is quite close to the model means norm \(\|e^{m-d}\|_2^2\)
\[
\|e^{s}\|_2^2 \approx \|e^{m-d}\|_2^2. \tag{15}
\]

We propose to enhance speech feature dynamics by enforcing a constraint on the speech feature vector norm. In addition to the regularization terms of the common statistical model cost function (8), we add a norm-dependent auxiliary term, constraining the speech feature vector norm, thus avoiding the norm reduction.

Comparing statistically generated speech features to corresponding natural speech features, we found that the norm of statistically generated speech feature vector \(\|e^{s}\|_2^2\) is systematically reduced, in comparison to the norm of natural speech feature vectors \(\|e^{m}\|_2^2\) by a factor \(\gamma_0 > 1\)
\[
\gamma_0 = \frac{\|e^{m}\|_2^2}{\|e^{d}\|_2^2} \tag{16}
\]
denoted as the enhancement factor, where \(\cdot\|\cdot\|\) is an averaged norm over a set of utterances generated from a particular voice. Consequently, using (15), a constraint on the norm of speech features \(\|e^{s}\|_2^2\) should be set to \(\Gamma = \gamma_0 \cdot \|e^{m-d}\|_2^2\), in order to compensate for the norm reduction, achieving in our case \(\|e^{s}\|_2^2 \approx \|e^{m}\|_2^2\). In the following subsection, we provide a systematic approach for speech feature dynamics enhancement by applying this constraint.

### A. Norm-Constrained Cost Function

Our goal is to find an optimal norm-constrained feature vector, \(e^{opt}\), over an entire utterance, which minimizes the model error and possesses sufficient features dynamics.

For that end, we propose to regulate the solution by adding a squared-norm term of the feature vector to the model-error term of the cost function of (13), using a factor \(\lambda\) to balance the contribution of the two terms. Thus, the cost function of (13) is replaced by
\[
J_{opt}(\hat{W}e) \triangleq \frac{1}{2} \|U^{-1/2}(\hat{W}e - m)\|_2^2 + \frac{\lambda}{2} \|e\|_2^2. \tag{17}
\]

In the proposed method, the norm term provides a solution with enhanced dynamics, by using prior information on \(\lambda\), as elaborated below. We propose an iterative algorithm that minimizes the model cost function value, while assuring sufficient dynamics in the resulting solution. The minimization is done by means of a gradient descent algorithm as follows:
\[
ce_{n+1} = c_n - \alpha_n \nabla(e_n) \tag{18}
\]
where \(\nabla(e_n)\) is the gradient of \(J_{opt}(e)\) with respect to \(e\), computed at iteration \(n\), and \(\alpha_n\) is the step size, being updated in our experiments according to
\[
\alpha_n = (1/\|\nabla(e_n)\|_2^2). \tag{17}
\]
\[
\nabla(e_n) = \hat{W}^T(U^{-1/2}) \hat{We} - \hat{W}^T U^{-1} m + \lambda e_n. \tag{19}
\]

A final feature vector should approximate well the models, and have a norm value that is compatible with the enhancement factor, defined in (16). We propose to apply a balancing factor \(\lambda\) that decreases in its absolute value with the gradient descent algorithm iterations, rather than to use a fixed \(\lambda\). This way the model error term becomes more significant with the number of iterations, while the norm factor effect decreases with the number of iterations. That is, we replace \(\lambda\) in (19) by \(\lambda_n\), which is updated according to
\[
\lambda_{n+1} = \theta \lambda_n, \quad 0 \leq \theta < 1. \tag{20}
\]

The parameter \(\theta\) is experimentally determined to enable a slow decrease of \(\lambda\) that is consistent with a required norm increase, as elaborated below. In our experiments, we used \(\theta = 0.95\), where an acceptable range of values for \(\theta\) may reach 0.98.

Taking into consideration the cost function form in (17), we conclude that a negative \(\lambda\) value increases the feature vector norm, while a positive \(\lambda\) value decreases it. We found an empirical relation between \(\lambda_0\), the initial value of \(\lambda\), and the final norm of the feature vectors, allowing a norm increase that is consistent with the enhancement factor. In Fig. 2(a), we see that an increase in the negative value of \(\lambda_0\) results in an increase in the final vector norm.

The desired increase in speech feature vector norm is achieved in about 150 iterations, each of which consists of one multiplication of the \(n\) speech feature vector \(e_n\), having dimension \(MN \times 1\), by the constant sparse matrix \(\hat{W}^T U^{-1} \hat{W}\), having dimension \(MN \times MN\), and one summation of two vectors of dimension \(MN \times 1\).

An empirical relation between \(\lambda_0\) and the ratio of the feature vector norm after \(n\) iterations, \(\|e_n\|_2^2\), to the initial feature vector norm \(\|e_0\|_2^2\) is represented in Fig. 2(a) and (b). This relation was obtained by averaging \(\lambda_0\) over a large set of iteratively generated utterances. The standard deviations of the final speech feature vector norm, for given values of \(\lambda_0\), are represented by the error bars in Fig. 2(b). For \(\lambda_0\) equal to \(-5\), which is consistent with the needed enhancement factor, the standard deviation is 0.023. Initially, as long as \(\lambda_n\) sufficiently effects \(\nabla(e_n)\), two updates affect \(e_n\) simultaneously: an increase in the norm of \(e_n\), occurring due to the negative value of \(\lambda_n\), and an attempt to keep \(e_n\) close to the model means. \(\lambda_n\) balances between these two updates, but its effect decreases with the number of iterations, as \(\lambda_n\) approaches 0.

Setting \(\lambda_0\) according to the above mentioned empirical relation enables
an increase in the norm of $c_n$ that is consistent with the norm enhancement factor introduced in (16), resulting in enhanced dynamics in generated speech, as confirmed by listening tests described in Section V.

In our experiments, the model means were used for the initial vector $c_n$ in the gradient descent algorithm.

V. EXPERIMENTAL RESULTS

We have evaluated the proposed STTS algorithm by the two following subjective tests.

Test I: In this test, we have evaluated the mean opinion score (MOS) of a set of nine arbitrary sentences, where each sentence was generated in three versions: 1) conventional statistical speech generation algorithm, mentioned in Section II, (group A); 2) proposed speech generation scheme (group B). The two versions of each sentence were compared using an “A versus B” comparison test.

We see that group B was preferred over group A in 91.6% of the cases, on average; 7.4% got the same preference, and group A was preferred over group B only in 1% of the cases. Again, same target prosody was used in the synthesis of all the tested versions of a particular sentence, so as to not be affected by different prosody targets in different systems.3

Comparing the speech quality generated by the proposed method to that of the global variance (GV) approach, detailed in [11] and [12], we got similar MOS-test results. The proposed method is advantageous in the following aspects: 1) It is more efficient in terms of memory storage since it avoids an increase in the memory footprint of about 30%, (each model requires $6M$ numbers for acoustic features, $(M$ is speech feature vector dimension), and the GV requires to store additional $2M$ numbers for global variance). 2) The segment-wise linear transformation requires less real-time memory, than does the conventional frame-wise representation because the former and the latter representations models dimensions are $\tilde{W}_{3M\times K}, \tilde{m}_{3M\times K}, \tilde{u}_{3M\times K}$, and $W_{3M\times K}, m_{3M\times K}, u_{3M\times K}$, respectively, where $N$ is the number of frames and $K$ is the number of models (segments) in a synthesized utterance, and $N \geq K$. 3) The computational complexity of the proposed iterative method, as summarized in Section IV, is lower than GV [11].

VI. SUMMARY

We proposed in this correspondence a method for the enhancement of statistically generated speech feature dynamics, which alleviates the over-smoothing of speech features, and as a result, improves the statistically generated speech quality. The proposed method is based on a segment-wise representation of the augmented space for speech features.

The segment-wise representation provides additional degrees of freedom in the determination of the speech feature vector. In this correspondence, we utilized it for regulating the generated speech feature vector norm. However, these degrees of freedom can also be utilized for regulating other speech features attributes, by properly choosing an additional term in the cost function, like we did for regulating the norm.

Currently, we are embedding the proposed STTS system in a hybrid TTS system, in which STTS and CTTS are combined, aiming to improve CTTS when it is operated at a reduced footprint. Preliminary results show that the hybrid TTS system, achieves a much better speech quality when the conventional STTS is replaced by the STTS system proposed in this correspondence.
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Channel Robust Feature Transformation Based on Filter-Bank Energy Filtering

Claudio Garreton, Nestor Becerra Yoma, and Matias Torres

Abstract—This correspondence proposes a novel feature transform for channel robustness with short utterances. In contrast to well-known techniques based on feature trajectory filtering, the presented procedure aims to reduce the time-varying component of channel distortion by applying a bandpass filter along the Mel frequency domain on a frame-by-frame basis. By doing so, the channel cancelling effect due to conventional feature trajectory filtering methods is enhanced. The filtering parameters are defined by employing a novel version of relative importance analysis based on a discriminant function. Experiments with telephone speech on a text-dependent speaker verification task show that the proposed scheme can lead to reductions of 8.6% in equal error rate when compared with the baseline system. Also, when applied in combination with cepstral mean normalization and RASTA, the presented technique leads to further reductions of 9.7% and 4.3% in equal error rate, respectively, when compared with those methods isolated.

Index Terms—Channel robustness, robust features, speaker recognition, text-dependent speaker verification (TD-SV).

I. INTRODUCTION

Robustness to channel mismatch between training and testing conditions is one of the most important problems faced by speaker verification (SV), speech recognition (ASR), language recognition, and phonetic quality assessment systems in real applications. Also, due to operating and usability restrictions in telephone services, the amount of adaptation data to remove or reduce convolutional noise is limited. For instance, enrolling and verification in text-dependent speaker verification (TD-SV) systems over the telephone network should be fast and efficient.

The motivation of channel canceling or compensation techniques is to reach the error rate observed in channel matched conditions by minimizing the requirements of extra data. The approaches to tackle the problem of channel mismatch can be clustered into two main areas [1]: feature compensation [2]–[4]; and model adaptation [5], [6]. The most widely accepted model for channel distortion corresponds to a cepstral or log-spectral bias that results from the following hypotheses: H1, the channel response is signal independent; and H2, the channel can be modeled as a linear filter. The aim of current feature compensation methods is to estimate the original undistorted signal by removing a bias constant or a low-frequency component in the cepstral or log-spectral domain [2]–[4]. Usually, these approaches can dramatically reduce the error rate in channel mismatch condition but also show a significant efficacy lost with limited data. For instance, cepstral mean normalization (CMN) attempts to remove the bias component in the cepstral domain, but its effectiveness is reduced with short utterances [7]. Moreover, bias removal methods based on the expectation–maximization (EM) algorithm can also provide significant reductions in error rate [3]. Nevertheless, the EM algorithm is also sensitive to utterance...