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1. Abstract  

 

Converting the solar energy into electrical power is one of the main challenges 

humanity faces today. Solar cells, which are the main candidate for this mission, are 

already in the market and under extensive use. While the inorganic solar cells currently 

in use are very efficient (about 20-25% power conversion efficiency), they require high 

cost and high energy consumptive processes. Showing efficiencies of more than 11%, 

the Organic Photovoltaic Cells (OPVôs) hold the promise of being a low cost, easy to 

produce and flexible alternative for the inorganic onesΦ 

To improve the OPVôs efficiency even further, we must better understand the physical 

processes ruling the cellôs behavior. Unfortunately, searching the literature, it is very 

difficult to achieve such understanding. Different mechanisms are pointed out as the 

limiting ones, most probably due to the different measuring concepts and the varied 

working points that are used. Moreover, the consequence of changing one of the 

fabrication processes or material parameters, and the reasons for it, are frequently 

debated. 

We have developed a unique technique enabling separation of the different mechanisms 

taking place in the cell one from the other, and quantifying the parameters that govern 

themΦ Being able to do so, we can compare devices with various configurations and 

understand the physical reasoning for their different behaviorΦ We hope that the gained 

knowledge will facilitate the way for rational deign of better and improved OPVôs, and 

for a greener future to us all. 
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2. Abbreviations and Notations  

Ag Silver 

Al  Aluminum 

Au Gold 

BHJ BulkHeteroJunction 

Ca Calcium 

CB Chlorobenzene 

CT Charge Transfer 

DCB Ortho-dichlorobenzene 

EQE External Quantum Efficiency 

FF Fill Factor 

HOMO Highest Occupied Molecular orbital 

ICBA Indene-C60 Bisadduct 

Isc Short-Circuit Current 

ITO Indium Tin Oxide 

LUMO Lowest Unoccupied Molecular orbital 

MoO3 Molybdenum Trioxide 

OPV Organic Photovoltaic 

P3HT poly(3-hexylthiophene-2,5-diyl) 

PCBM Phenyl-C61-butyric acid methyl ester 

PCE Power Conversion Efficiency 

PEDOT:PSS Poly(2,3-dihydrothieno-1,4-dioxin)-poly(styrenesulfonate) 

QE Quantum Efficiency 

SRH Shockley-Read-Hole 

Voc Open-Circuit Voltage 

ZnO Zinc Oxide 
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3. Introduction  to organic solar 

cells 

 
Development of devices for conversion of solar energy into electricity has attracted a 

great attention in recent years due to strong interest in renewable energy and the 

problem of global climate changes.  

For many decades the solar cell industry has been dominated by inorganic solid-state 

devices, mainly based on silicon as they absorb a broad range of light and transport 

charge effectively. Energy conversion efficiency of the best monocrystalline Si 

photovoltaic(PV) cells is nearly 25%1, being very close to theoretical limit of 31% for 

a single junction device. However, manufacturing of Si-based devices is very expensive 

due to the fabrication procedures which involve high vacuum, numerous lithographic 

steps and highly polluting materials. 

Therefore, a great effort has been focused recently on development of low cost solar 

cells, among them are the: Hybrid, Organic and the photoelectrochemical (dye 

sensitized) solar cells which have been the cheap alternatives for conventional silicon 

solar cells. These cells efficiency is rapidly growing, and by now, they reach power 

conversion efficiencies (PCE) of 20%(Hybrid), 11.5%(Organic), and 12%( dye 

sensitized) respectively.1 The highly efficient hybrid organic-inorganic halide 

perovskites cells present the advantages of easy fabrication process, small band-gaps, 

high extinction coefficients, and high carrier mobility. However although exhibiting 

high power conversion efficiencies, those cells suffer from low robustness to moist, air 

and fabrication process which restricts their stability and their outdoor photovoltaic 

applications.2 This work will focus on the organic cells and in particular on 

BulkHeteroJunction organic cells which will be introduced next. 
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3.1. Basics of organic solar cells - Operation and Key Parameters. 

 

The process of converting light into electric current in an organic photovoltaic cell is 

accomplished by four consecutive steps: 

 

(i) Absorption of a photon leading to the formation of an excited state, the 

electron-hole pair (exciton). 

 

(ii)  Exciton diffusion to a region, where the charge dissociation occurs.  

 

(iii)  Charge transport to the anode (holes) and cathode (electrons) 

 

(iv) Charge collection in the electrodes to supply a direct current for the 

consumer load. 

 

The electric current that a photovoltaic solar cell delivers corresponds to the number of 

created charges that are collected at the electrodes. This number depends on the fraction 

of photons absorbed (absh ), the fraction of electron-hole pairs that are dissociated (dissh

), and finally the fraction of (separated) charges that reach the electrodes (tr cch hÖ ) 

determining the overall photocurrent efficiency. 

The fraction of absorbed photons ( absh ) is a function of the absorption spectrum, the 

absorption coefficient, the absorbing layer thickness, and of internal multiple 

reflections at, for example, metallic electrodes.  

The fraction of dissociated electron-hole pairs on the other hand is determined by 

whether they diffuse into a region where charge separation occurs and on the charge 

separation probability there. To reach the electrodes, the charge carriers need a net 

driving force, which generally results from a gradient in the electrochemical potentials 

of electrons and holes. 

The External Quantum Efficiency (EQE) is the product of the physical processes 

efficiencies in a PV device mentioned above, i.e., absorption, dissociation, transport 

and collection: 

#of charges collected
( )

#of arriving photons
absorption exciton dissociation transport collectionEQEl h h h h= Ö Ö Ö =   

This efficiency is measured for low light intensities and is wavelength dependent. 

In Figure 1A the current-voltage characteristics for a basic solar cell in the dark and 

under illumination are shown. In the dark, there is almost no current flowing, until the 

Fig 2 - 
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contacts start to inject heavily at forward bias for voltages larger than the built in 

potential which is close to the open circuit voltage.  

Under illumination, the current flows in the opposite direction than the injected currents 

and hence a solar cell would operate at the 4th quadrant. At (a) the maximum generated 

photocurrent flows under short-circuit conditions; at (b) the photogenerated current is 

balanced to zero (~flat band condition). Between (a) and (b), in the fourth quadrant, the 

device generates power - (i.e., current × voltage). At a certain point, denoted as 

maximum power point (MPP), the product between current and voltage and hence the 

power output is largest. To determine the efficiency of a solar cell, this power needs to 

be compared with the incident light intensity. Generally, the filling factor (FF) is 

calculated as: 

FF=Vmax × Imax / (Voc × Isc)  

Where Voc is the open circuit voltage and Isc is the short-circuit current. 

Figure 1.  (A) Current -voltage (I -V) curves of an organic solar cell (dark, dashed; illuminated, 
full line). (B) Equivalent circuit for a solar cell.  

 

The Power Conversion Efficiency (PCE) of a given solar cell is the maximum power 

generated by the device divided by the optical power arriving to it, so with this, the PCE 

can be written as 

( )
maxout sc

in optical opt

c

i

o

cal

I VP I V FF
PCE

P P P

Ö Ö Ö
= = =  

The PCE is usually measured using polychromatic light that matches the solar spectrum 

(A.M 1.5, 1sun). 

Generally, the I-V characteristics of a photovoltaic device can be described by the 

corresponding equivalent circuit which is depicted in Figure 1B, where U is the applied 

voltage, RS is the series resistance, RSH is the shunt resistance, and IPH is the 

photocurrent. 

  

Fig 1B  

- 

Fig 1A  

- 
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For a high FF, two things are required: A very large shunt resistance to prevent loss 

(leakage or recombination) currents and a very low series resistance to get a sharp rise 

in the forward current. The series resistance simply adds up from all series resistance 

contributions in the device, that is, from bulk transport, from interface transfer and from 

transport through the contacts. 
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3.2. Common structures - from single layer to blend 

The OPV's basic structure is shown in Figure 2a. The organic active layer is sandwiched 

between two electrodes, one of them transparent, to produce the OPV. The constraints 

in the use of organic semiconductors in photovoltaic applications are very much 

determined by the fact that the excited states produced by photon absorption are usually 

excitons that have relatively high binding energies and do not dissociate to give 

electrons and holes. Exciton ionization in the bulk is therefore not a promising method 

to follow. The built-in potential in a single layer organic photodiode, which results from 

the difference in work function of the cathode and anode, is usually insufficient to 

induce efficient charge separation. In order to obtain free charges in a conjugated 

polymer, a more effective exciton dissociation mechanism is required. As exciton 

dissociation is efficient at interfaces formed between materials with different 

HOMO/LUMO levels (where the electron is accepted by the material with deeper 

LUMO level and the hole by the material with shallower HOMO level), the dissociation 

mechanism is typically manifested in the form of a junction. 

The simplest structure is that of a bilayer heterojunction, formed by a layer of a hole-

accepting material and a second layer of an electron-accepting material. It has been 

shown that if the energy discontinuity at the junction is sufficiently large, exciton 

dissociation (charge generation) is efficient. Such device also holds improved 

absorption, as device absorption is now a superposition of the two materials absorption. 

Choosing the two materials such that the electron acceptor has relatively high electron 

mobility and the electron donor has high hole mobility, allows to overcome charge 

transport issues as well. Moreover, since carriers are confined to only one material 

charge recombination is reduced. 

Despite the above advantages bi-layer devices still suffer from poor performance 

especially due to the limited junction area. The relatively short exciton diffusion length 

in these materials (5-20nm) implies that high fraction of absorbed photons do not 

contribute to the photocurrent as excitons that are generated far from the junction 

undergo relaxation before reaching it. A common solution to limited junction area 

problem is the BulkHeteroJunction (BHJ) structure which is made by mixing the two 

components (acceptor and donor) to a phase-separated single layer. This solution does 

raise the cells efficiency and ,in fact, most of the highest efficiency OPVs reported to 

date are made with this structure .However, this structure has one major fault, compared 
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to the bi-layer structure; that is the difficulty in controlling the continuity of the 

materials and the formation of islands . 

Continuous routes from the dissociation point to the electrodes cannot be guaranteed, 

thus leading to dead ends, charge accumulation, and transport in non-designated 

material. 

  

 

 

 

 

 

Taking all this into account, achieving a nanometric interpenetrating network as shown 

in Figure 3, is supposed to be the optimal structure which will give the best device 

performance. This structure combines the advantages of the Bi-layer and the BHJ 

structures promising high interfacial area as well as continuous transport routes. 

 
Figure 3. Nanometric interpenetrating network structure.  

 

This work focuses on polymer:fullerene BHJ OPV's which remains of interest as they 

give the highest efficiencies for OPV's nowadays, and require inexpensive processing 

techniques capable of producing large area modules by roll to roll printing. In addition, 

the chemical elements which compose these devices are readily available in abundance 

in the earthôs surface, making organic photovoltaics a scalable technology.  

In such devices the polymer is the ñdonorò organic material that absorbs light 

efficiently, and the fullerene is the ñacceptorò electron-transporting material that 

facilitates charge transfer from the donor material. The high solubility, high electron 

affinity, and superior ability to transport charge make fullerenes the best acceptor 

component currently available for these devices. 

  

b c a 

Figure 2. OPVs structures: (a) single layer, (b) bi -Layer and (c) bulk Heterojunction  
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3.3. Limiting factors - the physical processes 

¶ Absorption ï the active layer has limited absorption spectra, which covers 

only part of the sun spectrum, limiting the possible efficiency. The active layer 

width can also be a limiting factor, as there is a minimal width required to 

absorb most of the light at each certain wavelength. 

¶ Dissociation/geminate recombination ï the excitation may decay to its ground 

state or may be annihilated by a free charge carrier before it dissociates into 

electron and hole (influenced by morphology, system energetics etc.) 

¶ Transport ï can be limited by one of the following: 

- The materials mobility. 

- The morphology (continuous pathways) 

- Bimolecular recombination (when a hole from the hole 

conducting phase recombines at the interface with an electron 

from the electron conducting phase)  

- Series resistance 

¶ Charge Collection ï contact quality determined by the interface with the 

adjacent layer and by the energy levels alignment. 
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3.3.1. Bimolecular (Non-geminate) Recombination ï Suggested 

Mechanisms 

Bimolecular recombination being one of the pressing questions in the field of OPVs, is 

at the same time, one of the least understood phenomena. Various mechanisms are 

suggested for the bimolecular recombination by different research groups, as presented 

hereunder: 

 

¶ Langevin theory 

The Langevin recombination model,3 which is diffusion limited model, is often used 

for organic single layers. This mechanism is based on two opposite charge carrier that 

move one toward the other with a certain mobilitym, under the coulomb attraction that 

brings them together and makes them recombine. Therefore the Langevin 

recombination rate is given by:Langevin

q
R npm

e
= . Although able to describe the 

recombination in organic single layer devices the Langevin model was not capable of 

explaining the recombination in BHJ OPV's. The measured bimolecular recombination 

rates were three orders of magnitude lower than the model predicted. Nevertheless 

significant parts of the research community still use the Langevin recombination as the 

dominant bimolecular loss mechanism. 

 

¶ Slowest carrier governed Lagevin theory 

In attempt to adjust the Langevin theory to the BHJ concept Koster et al.4 suggested a 

modification to the Langevin recombination rate. As in BHJ devices the charge 

recombination can take place only at the interface and not in the whole medium, the 

slowest carrier mobility will determine the recombination rate, therefore:

min( , )Langevin n p

q
R np m m

e
= Ö . Although giving better results, this theory still 

overestimates the bimolecular recombination rates in BHJ. 

 

¶ Two-step Recombination 

Few concepts using the Shockley-Read-Hole (SRH) model for two-step recombination 

in OPV's can be found in the literature. The SRH model was developed originally for 

the inorganic field5 and is relevant when trap states (recombination centers) are 
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introduced into the band gap. Those trap states can capture a charge carrier ï electron 

(hole). If the probability of the hole (electron) charge carrier to be trapped in (move to) 

the same trap state is larger than the electron's (hole's) probability to be thermally re-

emitted from it, recombination will occur. The full expression for this recombination 

rate is:6  

2

1 1 1

( -  ) ( )

( ) ( ) ( ) ( )

n p t n p t

n p n p

C C N np ni C C N np
Rsrh

C n n C p p C n C p p

Ö Ö Ö Ö Ö Ö
=

+ + + + +
 

Where Cn/Cp are the capture coefficient of electrons/holes, n/p are the electron/hole 

densities, Nt is the density of the traps, in is the intrinsic carrier concentration in the 

sample and ( ) 2

1 1 exp /C V C V in p N N E E kT nÖ = - - =è øê ú . 1n and 1p are the densities for 

which the Fermi level coincides with the trap energy and thus they are the parameters 

which determine the position of the traps energy with respect to the LUMO/HOMO 

levels. This mechanism has distinctly different charge density dependence than the 

former ones 

o Recombination through deep traps (impurities) 

In the context of organics, this loss mechanism was suggested first for all-polymer BHJ 

OPV's, as these cells' materials, especially the polymer acceptors have purity issues and 

suffer from the existence of deep traps.7 

o Recombination through tail states 

Kirchartz at el. presented a model8 that includes SRH recombination via a distribution 

of states in the band gap. In their model, the recombination no longer takes place 

between two free carriers whose concentrations are determined by Boltzmann 

approximations, but instead, the recombination takes place between free electrons and 

trapped holes or vice versa. 

o Recombination Through Different Types of Localized States 

Street at el.9 proposed that the recombination occurs through different types of localized 

states within the interface band gap. They concluded that apparently light illumination 

induced degradation would cause the formation of states near the middle of the band 

gap, while thermal annealing may broaden the band tails. Each localized state of any 

origin has the potential to be a recombination center, depending mostly on the density 

and the capture cross-section. 
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¶ Exciton ï polaron annihilation 

This process occurs if a free charge carrier collides with an exciton and Auger like 

process takes place. In this Auger like process, the exciton decays to its ground state 

transferring all its excess energy to the free carrier.10,11,12 

 

¶ Exciton ï CT-exciton annihilation 

Here a higher order recombination resulting from the collision of exciton and CT-

exciton is suggested by Szmytkowski:13 "A charge carrier captured at an Onsager radius 

by an opposite sign polaron located in the second molecular phase can interact with an 

exciton before a bimolecular recombination process. The exciton annihilates on the 

carrier and, consequently, a new polaron is created instead of the interacting 

(recombining )polaron. This effect causes a disappearance of the Langevin bound pair 

and reduction of the Langevin bimolecular recombination." 

 

The debate about the origin of the bimolecular recombination is only one example of 

the gaps in the physical understanding existing in OPV's. Same conflicts exist for 

almost all of the limiting processes we presented above. The study presented below 

shows that a SRH type recombination through charge-transfer states is dominant at low 

to medium excitations and the polaron CT-exciton annihilation dominates the high 

excitation regime.  
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3.4. Optimizing the BHJ OPV's 

It is clear that in the BHJ structure the morphology plays a major role in determining 

the device performance. Processes as dissociation, transport, recombination etc. are all 

morphology dependent. One of the first jumps in BHJ efficiency (to 2.5%) was 

achieved by Shaheen et al. 14 with realizing the solvent influence on film morphology. 

Few years later Padinger at el. 15 reported 3.5% PCE by optimizing the postproduction 

annealing treatment. Only later on the correlation between annealing, morphology and 

dominant physical processes was revealed. Overall, by optimizing the materials 

properties (purity, absorption, mobility, solubility, energy levels etc.), the film 

morphology (annealing, solvents, additives), and the electrodes, BHJ efficiencies 

climbed up steadily to the current record of 11.5%.  

We should note that the physical reasoning behind the BHJ efficiency rise is not clearly 

understood for significant part of the optimization steps. Moreover the same 

phenomena may get different and even contradicting explanations by different research 

groups (as seen above for the bimolecular recombination). This fact hinders rational 

design of more efficient BHJ OPV's.  
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4. Research Methods  

4.1. Motivation 

To take the BHJ OPV's one step forward and facilitate rational design of better devices, 

one must have a comprehensive understanding of the physical processes within the cell, 

and of the parameters which govern them. Unfortunately, searching the literature, it is 

very difficult to achieve such understanding. Different mechanisms are pointed out as 

the limiting ones, most probably due to the different measuring concepts and the varied 

working conditions that are used. Moreover, the consequence of changing one of the 

fabrication process or material parameters, and the reasons for it, are frequently 

debated. 

Here, a combined voltage & intensity mapping is used to better reveal the full physical 

picture in Organic Photovoltaic cell (OPV). The developed method provides 

comprehensive insights of the physical processes taking place in a BHJ OPV, their 

relative strength and their importance for the device performance. The ability to 

compare different cell configurations by extracting internal parameters unveils how the 

relevant impact of each process varies between devices processed differently. Between 

the properties, we are able to characterize through a simple CW measurement 

technique, are the generation efficiency, dissociation efficiency, dark carrier density, 

and even morphology. Using this methodology we are able to contribute to the ongoing 

discussion on the origin of losses in OPVs, and help in paving the way for rational 

design of more efficient cells. 

 

4.2. Intensity dependent Quantum Efficiency (QE) Measurements 16,10,17 

In our experiment we wanted to measure the cell's efficiency in converting light into 

current (EQE). However, we also wanted to expand this specific measurement in two 

aspects: 

- Measuring close to real working conditions ï not spectrally resolved but under 

white light. 

- Including the dependence of this efficiency on the light intensity that reach the 

cell and on the cell's bias. 

To achieve this goal we measure the external quantum efficiency as a function of light 

intensity and bias. The excitation for the QE measurement was achieved using a 
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powerful white light LED (Quad SugarCUBE LED Illuminator by Nathaniel Group) 

and the intensity (which could be computer controlled) was scanned by both varying 

the LED current and using neutral density (ND) filters (Newport) To broaden the 

intensity range over 4 orders of magnitude. For each excitation intensity the device J-

V curve was measured using Keithley 2400 source meter. The intensity scan was done 

from low to high excitations to minimize the time needed for equilibration at each point 

and the light intensity was monitored using a calibrated Si photodetector. Care was 

taken to ensure that the light spot falls within the pixel so as to avoid any potential edge 

effects. The unique QE signature reported for each device type was characteristic of 

several devices (~4) of the same kind and of course all the pixels in a given device. 

 

4.3. The Physical Framework 

 

Figure 4 Schematic illustration of the possible physical processes in a BHJ OPV  

 

To interpret experimental results one needs to define the physical framework to be used. 

In this paper, this is defined through a diagram describing the processes to be 

considered, see Figure 4. In this diagram, the black arrows indicate the required steps 

to convert sun energy into electrical power in BHJ OPV's, and the red arrows are all the 

possible loss mechanisms considered here. Following their numbering the processes 

are: (1) Exciton (a bound electron-hole pair) creation through photon absorption. (2) 
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Exciton evolution into an extended Charge transfer (CT) exciton at the interface 

between the different phases. (3) CT-exciton dissociation into free charge carriers. (4) 

Transport of the free carriers to the respective electrode and their collection. (5) Exciton 

decay to the ground state in the bulk (was not able to convert into CT during its 

lifetime). (6) Exciton-Polaron annihilation18,19,20 ,11. (7) CT-exciton decay into the 

ground state. (8) CT exciton -polaron annihilation. (9) CT-exciton creation by electron-

hole meeting on the interface in a SRH type process. (10) Contact injection11 ,21. It was 

suggested that higher order recombination resulting from the collision of exciton and 

CT-exciton 13 may play a role too, however our work could not justify such a process. 

Of the above, a few require some discussion. The exciton-polaron (or CT-exciton 

polaron) annihilation occurs if a free charge carrier collides with an exciton and Auger 

like process takes place. In this Auger like process, the exciton decays to its ground 

state transferring all its excess energy to the free carrier12. The SRH recombination, in 

the context of blends,18,17 follows the notion that in a BHJ structure an electron-hole 

recombination can take place only at specific spatial locations (the interface between 

the two phases) and through certain energy levels (the CT states) by a two-step process. 

First an electron (hole) is captured at the interface, then if a countercharge, on the other 

phase, reaches it before the electron (hole) is re-emitted they will form a CT-exciton. 

In the following, these CT sites will be treated as the SRH recombination centers (the 

"traps"). Their density will reflect the interface density, and their depth will follow the 

systemôs energetics. This view of the process is also supported by Ferguson et al.20, 

which concluded that in polymer:fullerene devices the free carrier recombination is 

activation controlled and proceeds through an intermediate complex at the donor-

acceptor interface, by Veldman et al. 21 that revealed that excited CT states can also be 

formed by recombination of injected carriers, and by Tress et al.22 and Vandewal et al.23 

that presented an optional recombination process which happens through the CT states. 

Furthermore, as was shown by us in 17, Xu et al.24 correlate the nongeminate 

recombination strength in BHJ OPV's to the CT state concentrations and point the CT 

states as the major channel for nongeminate recombination loss.  

We also note that from all the physical processes we described above there are only two 

processes that are, without any doubt, electric field dependent. These are the drift of the 

free carriers to the electrodes and the contact injection. However, this dependence 

reflects the polaron density in the cell, and by that on the overall equilibrium between 

the different species and processes.  
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4.4. The rate equation model  

Transforming the physical picture, outlined in the introduction, into rate equations 

results in three steady state equations, one for each of the following species ï excitons, 

polarons, and CT-excitons: 

Excitongeneration Exciton into CT-exciton Exciton decay to the GSin the bulk Exciton polaronannihilation
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As there is a large number of variables and parameters within the above equations we 

collated them in Table 1 and Table 2, respectively.  

Table 1. Variables used in the model 

Variables Meaning Process number 

referring to Figure 4 

  Exciton generation rate   

Uniform generation profile is assumed 25 

(1) 

 
 

Internal cell voltage  (  )  

  Exciton density   

ct exn -  
 CT-exciton density (a polaron pair)  

p    Polaron density   

 

In Table 2 the parameters that are not assigned a value are those to be used as fitting 

parameters. As in the literature there is typically a spread of values for each parameter 

one may argue that all should be fitted parameters. However, our experimental data, in 

G 1 3sec cm- -è øê ú

V []V oc appliedV V V= -

exn 3cm-è øê ú

3cm-è øê ú

3cm-è øê ú
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relation to the model, allows us to independently fit only a few of them and weôll show 

that these are the significant ones. 

Table 2. Parameters and fitted parameters used in the model. 

Parameter Meaning Value Reference Process 

number 

referring to 

Figure 4 

 
 

Rate constant for Exciton 

evolution into CT-exciton 

   

  (2) 

 
Rate of CT-exciton 

dissociation into free 

charge carriers [1/sec] 

8Ὴ109 26,27 (3) 

 
 

Rate constant for CT-

exciton polaron 

annihilation    

10-9±50% Allowable 

range (see 

text) 

(8) 

 CT state density     

,D

2 cosh( )

N exp( )

N exp( )

t
i

LUMO t

eff

B
eff

E
n

KT

E E

KT

E

KT

D

-
-
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Density of free charges for 

which the Fermi level 

coincides with the trap 

level   

2110

?

eff

B

N

E

º

=
  

17  

Pdark_sc Pdark_sc is the dark carrier 

density at ( short 

circuit conditions)
 

 

  (10) 

  Rate of Exciton decay in 

the bulk [1/sec] 

109 28 (5) 

 Exciton polaron 

annihilation rate 

 

10-8 20 (6) 

 Charge carrier mobility 

[cm2/Vsec] 

10-4 29  

ctK

3 / seccmè øê ú

cdK

ct pK -

3 / seccmè øê ú

ctn 3cm-è øê ú

3cm-è øê ú

0appV V=

3cm-è øê ú

gsK

epK

3 / seccmè øê ú
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 Charge capture coefficient 

 

qm/e 
30  

 CT lifetime [sec] 10-9 21,31 (7) 

  Active layer thickness [nm] 200  -  

 

 

4.5. The QE Fundamentals 

Our unique measurement technique provides us with the normalized cell efficiency 

across a wide range of light intensities and bias conditions, as can be seen in Figure 5a. 

On this figure each of the symbols represent device normalized quantum efficiency vs. 

light intensity measured for a specific applied voltage. The normalization for each 

device is done to its low intensity regime absolute value (the left plateau) at zero applied 

voltage (short-circuit conditions). Following previous reports, 32,16,18,17 one can divide 

the measurements into three light intensity regimes: the ultralow intensities, medium 

intensities, and high intensities. Looking at the ultralow intensity regime, all the loss 

mechanisms that involve interaction between the excited species are inactive due to the 

low population density. In this regime the Quantum efficiency converge to the free-

charge-generation efficiency and gives a constant value with respect to light intensity 

(the plateau). In the current context, free-charge-generation efficiency refers to charges 

that not only escaped geminate recombination, but also were able to escape any other 

loss mechanism involving the intensity-independent dark carriers. Moving to the 

medium intensity regime, the SRH recombination type process (process number 9 in 

Figure 4) dominates. In this regime both the interface trapped charges and the free 

charge density increase such that the SRH acts as a bimolecular loss mechanism causing 

the efficiency to drop. Towards the high intensity regime the traps become full (trapped 

charge density is fixed) and the SRH recombination turns into a monomolecular process 

that depends only on the free charge density. As this occurs the effect of the SRH on 

the cellôs efficiency saturates and the curve levels off. Note that for the SRH to exhibit 

a bi-molecular loss signature, at the medium intensity range, the traps have to be 

relatively empty at low light intensity (i.e. in the dark). At the high intensity regime a 

second order loss mechanism kicks in, which may be composed of a few acting in 

parallel. Such, bimolecular like, loss mechanisms could be the exciton-polaron 

annihilation or the CT exciton-polaron annihilation. Also, in 17,33 it was suggested that 

nC
3 / seccmè øê ú

t

d
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screening of the electric fields at high charge densities would reduce the charge 

extraction and produce a bimolecular like signature. 

4.6. The Fitting Procedure 

As we show below, the broad and detailed data enables us to fit the model to the 

measurements in a step by step manner which gives us a unique fit, and thus address 

each physical process individually. Our experimental data, in relation to the model, 

allows us to independently fit only 4 parameters. We chose the 4 that have the highest 

impact on the curves and that it would be reasonable to expect them to change between 

the samples studied here. The rest are taken as constants with values based on the 

literature and the relevant references are cited within Table 2. The significance of the 4 

parameters to be fitted will become apparent as we introduce the fitting procedure. The 

first parameter to be fitted derives from the first 3 parameters in Table 2 (i.e. the rate 

constants for Exciton evolution into CT-exciton, CT-exciton dissociation into free 

carriers and CT-exciton polaron annihilation). These three effectively determine the 

efficiency of converting excitons into free charge carriers and hence cannot be 

effectively separated using our data. To overcome this we fix the value for the 

dissociation rate of CT-excitons into free carriers (Kcd=8Ὴ109sec-1)26,27. Through fitting 

procedure we find that the CT-exciton polaron annihilation can vary between 0.5Ὴ10-9 

and 1.5Ὴ10-9cm3sec-1 and that for this range the quality of the fit depends on the ratio 

between and . Having said the above, one should keep in mind that when we 

report that a given device has a relatively higher ratio it could be due to higher rate of 

exciton to CT-exciton, higher rate of CT-exciton to free carriers, or lower annihilation 

rate of CT-exciton by polarons.  

The next parameter we fit is the CT state density (nct) which represents the average 

density of sites at which excitons can dissociate and charges can recombine. In other 

words, it is proportional to the interface area34 or to be more exact to the electronically 

active part of it. The third parameter is the trap depth or the energy required to dissociate 

a CT-exciton into free carriers, i.e. the CT-exciton formation energy (binding energy). 

The fourth parameter is the density of dark charge carriers in the device. These charges 

would facilitate conductivity as well as recombination even at very low light intensity 

and thus affect the cellôs performance. Using the drift diffusion model described in ref 

17 we simulated the devices in the voltage range of -0.4V to 0.4V and found that for 

P3HT:ICBA device the density of charges, injected by the contacts, follow the formula 

ctK
ct pK -
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( )15

_ 02.3 10 logdark oc appl darkP V V P=- Ö - +  and for P3HT:PCBM to follow 

( )14

_05 10 logdark oc darkP V Vappl P=- Ö - + . Here Pdark_0 could be viewed as an offset 

influenced by the contact interface or residual (unintentional) doping. In the following 

instead of presenting the results for Pdark_0 we will show Pdark(Vappl=0) which is the dark 

carrier density at short circuit conditions, Pdark_sc. One may note that under dark 

conditions Pdark, through equations (1) to (3), uniquely define Kdark_inj. 

A demonstration of the fitting procedure is presented in Figure 5. At first, three 

parameters are derived to produce the fit for the low to medium intensity range. Two 

are SRH parameters: the CT state density and their depth (or binding energy). The third 

is the dark carrier density at short circuit. The energetic position of the CT states dictates 

excitation intensity at which the efficiency drops.  A higher CT-binding energy will 

require a lower excitation intensity to cause the efficiency drop. Increasing the CT state 

density will have two effects. It increases the expansion of the QE manifold and 

enhances the magnitude of the efficiency drop. The sensitivity to the CT state density (

) is illustrated in Figure 5a and Figure 5b where the full lines show the fit including 

the SRH process solely. The dark density, , is kept fixed at  cm-3  and 

the CT state density is cm-3 and  cm-3 for Figure 5a and Figure 5b, 

respectively. The fit in Figure 5b is clearly better.  

Examining the subfigures we found that mainly affects the relative strength of 

the SRH signature (the relative height of the first drop). As the dark population is higher 

the signature of the SRH loss is smaller, as fewer traps are left empty to be filled by 

light excitation. The full lines in Figure 5b, Figure 5c and Figure 5d show the model 

results using the SRH process solely and for value of  cm-3  cm-3 

and  cm-3, respectively. The CT state density is kept at  cm-3. 

value of 14 37.5 10 cm-Ö  clearly fits best the measured results. One may also note that for 

reverse bias voltages the dark density also affects the expansion of the manifold (as the 

dark carriers are depleted in reverse bias). However, since it has no such effect in 

forward bias it is separable from the CT state density. 

Finally the high intensity regime is fitted and determined by the  ratio, which 

is the ratio between the CT-excitons creation rate to their annihilation rate by polarons. 

If one assumes that the rate of exciton to CT-exciton conversion is material and 

ctn

,scpdark
149.5 10Ö

156.5 10Ö 159.5 10Ö

,scpdark

,scpdark
149.5 10Ö 143.5 10Ö

147.5 10Ö 159.5 10Ö ,scpdark

/ct ct pK K -
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processing independent than a smaller ratio implies a higher rate of CT-exciton 

annihilation by poarons. This will naturally induce a stronger drop of the efficiency 

with the signature of bimolecular loss.18 Similarly, if it is the annihilation that is device 

independent than a lower rate of exciton to CT-exciton conversion will make the 

annihilation process more effective.  The full lines in Figure 5e and Figure 5f show the 

whole fit using  ratio of   and  respectively. CT state density is 

 cm-3 and  value is  cm-3. Figure 5f presents the unique ultimate 

fit for this specific measured device. Clearly, each of the processes dominates different 

regime of the graph, and can be determined individually. All the parameters given in 

the steady state equations are essential to capture the physics of the system. However, 

taking most of them as constants with literature values, we use only four parameters to 

determine the whole fit. 

/ct ct pK K -
33 10Ö 43 10Ö

159.5 10Ö ,scpdark
147.5 10Ö
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Figure 5. Demonstration of the fitting procedure  of the QE measurements to the model. Each 
of the black symbols represent device normalized quantum efficiency vs. light intensity for 
a specific applied voltage , while the red solid lines repre sent the simulation fit. (a),(b) fits 
using SRH process solely for CT density of 6.5e15 cm-3 and 9.5e15 cm-3 respectively and 

value of 9.5e14 cm-3. (b),(c),(d) fits using SRH process solely for  value of  
9.5e14 cm-3, 3.5e14 cm-3 and 7.5e14 cm-3 respectively  (CT density is  9.5e15 cm-3). (e), (f) 

whole fit using CT density of  9.5e15 cm-3,  value of 7.5e14  cm-3, and   
(ratio between the CT's creation rate to their annihilation rate by polarons ) of 3e3 and 3e4. 
Clearly, each of the processes domina tes other regime of the graph, and can be determined 
individually . Only four parameters will determine the whole fit   

,scpdark ,scpdark

,scpdark /ct ct pK K -
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5.1.  Abstract 

We present light intensity dependent measurements of the quantum efficiency of 

P3HT:PCBM photovoltaic devices. Unlike previous studies we focus on ultra-low light 

intensities down to 10-3 mW/cm2. We find that although when the devices are excited 

at intensities close to 1sun they exhibit very little bias or light intensity dependence, 

this is clearly not the case for light intensities below 1mW/cm2 where the cells 

efficiency becomes highly dependent on the bias and light intensity. Using a simple 

model for the device efficiency we can fit the experimental data across a wide range of 

parameters and thus separate the effects of generation efficiency (geminate 

recombination) and charge recombination. Our finding suggests that recombination 

through trap (charge transfer) states is an important loss mechanism and we are able to 

quantify the density and depth of these states. 

5.2.  Introduction 

Organic Photovoltaic cells (OPV's) are the subject of extensive research and 

development as they emerge to become a low cost, easy to produce, flexible and 

efficient solution for converting the solar energy into electrical power.1-4 One of the 

most studied structures of the organic solar cells is the Bulk-Heterojunction (BHJ) 

configuration.5,6 The Power Conversion Efficiencies (PCE) of such devices is growing 

constantly and is reaching numbers of 7% 7-9. In order to improve the BHJ OPV's 

efficiency there is a need to gain better understanding of the physical processes taking 

place in such devices and of the parameters that govern these processes. It has been 

shown that measurements done under varying light intensities can reveal the existence 

of space charge limitation,10,11 Langevin type bi-molecular recombination, 12,13 or 

indicate that monomolecular recombination is dominat.14  The different conclusions 

could be attributed to different cell configuration or in the case of P3HT:PCBM also to 

different processing conditions leading to different morphologies. Also, the suppression 

of the bimolecular recombination15 in BHJ devices may make the range, at which its 

bimolecular signature is clearly evident, to be well beyond one Sun. Typically, such 

measurements will be conducted under light intensities that start from about one Sun 

(100mW/cm2)  down to not very low intensities so as to focus on the mechanisms which 

are dominant under normal device operation. We found that by extending the range to 

very low intensities (down to 10-3mW/cm2) a new light intensity dependent regime may 

be revealed which allows one to better understand the device physics and extract 
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parameters such as generation efficiency, trap (or ground state charge transfer, CT) state 

induced recombination, density of these states and their depth or activation energy. 

5.3. Experimental 

Device fabrication: 

OPV's were fabricated using the following procedure: Cleaned Patterened ITO 

Substrates were put in UV-ozon for 15min and then spin coated with PEDOT:PSS 

(Baytron AL4083) creating a layer of 50nm. The PEDOT layer was dried in air for 

15min using 110C hot plate. A solution of P3HT(Reike):PCBM (Nano-C)(1:1 ratio, 

20mg/ml) in DCB ,dissolved by heating and stirring over night, was then spin coated 

on top of the PEDOT creating a 190nm thick active layer. Eventually top electrode of 

10nm Ca/120nm Al/50nm Au was evaporated at 10-6mbar, followed by annealing of 

the devices at 135C for 4min using a vacuum oven. This procedure resulted in 1.5-2% 

power conversion efficiency (PCE) OPV's.  

Measurement setup: 

Spectrally resolved external quantum efficiency (EQE) was measured using 

mechanically chopped monochromatic light (Oriel QTH Research lamp and 

Cornerstone Monochromator) where the average excitation density was ~1e-3 

mW/cm2. Photocurrent was measured using an EG&G instruments lock-in amplifier. 

The light intensity was monitored using an amplified and calibrated Si photodetector 

(Oriel). PCE was measured under 100 mW/cm2 AM1.5G class A sun simulator 

(Science tech inc ss150 solar simulator) using Keithley 2400 source meter. To measure 

the external quantum efficiency as a function of light intensity and bias we used a white 

LED matrics the intensity of which could be controlled by the bias current.  To extend 

the intensity range over 5 orders of magnitude appropriate OD filters were used. This 

LED matrics was placed at the entrance to an Integrating sphere (Labsphere IS-040-

SL) in order to get a uniform light illumination at the exit.  The sphere was also 

equipped with a calibrated Si detector for monitoring the light intensity.  The device 

was sourced and the photocurrent was measured using a Keithley 2400. As the device 

area was ~1mm2 all excitations were done through a pinhole placed in close proximity 

to the cell. 
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5.4. Results 

The device parameters and I-V measurements of a typical device under dark and 1 sun 

conditions are shown in Figure 6a. The extracted cell parameters were: VOC=0.55V; 

JSC=5mA/cm2;FF=0.5;PCE=1.5%. Figure 6b shows the spectrally resolved external 

quantum efficiency (EQE) the shape of which is typical of the P3HT:PCBM system 

(note that this data was taken with no background illumination).  

 
Figure 6. (a) Curren t voltage characteristics in the dark ( dashed line) and under 1Sun ( full  
line). The cell exhibits: V OC=0.55V; JSC=5mA/cm 2;FF=0.5;PCE=1.5%. (b) Spectrally resolved 
external quantum efficiency measured with an average light intensity of 1.5 mW/cm 2 and 
lockin frequency of 10Hz.  

While the cell performance shown in Figure 6 is clearly not the best reported for the 

P3HT:PCBM combination it is reasonable enough to warrant farther study which in our 

case implies light intensity dependent characteristics. I-V curves under different light 

intensities and EQE graphs for different applied voltages are shown in Figure 7a and 

Figure 7b, respectively. Note that the intensity range used here is ultralow and is below 

the range of most typical power dependent measurements. As could be found in other 

reports there are no distinct features at intensities above 1mW/cm2.  Figure 7b shows 

that at the high intensity end there is very little dependence of the EQE on either the 

light intensity or the bias voltage. If we plot the photocurrent as a function of light 

intensity for the above 1mW/cm-2 range it would seem to be almost linear showing no 

indication of potential ñproblemsò. However, Figure 7a shows that as the power 

intensity is lowered below 1mWcm-2 both the open circuit voltage and the fill factor are 

reduced. The most interesting feature is shown in Figure 7b: at light intensities below 

1mW/cm2 the QE rises and reaches a plateau below 10-2mW/cm2. At this low intensity 

range a pronounced effect of the external bias is observed with the cellôs efficiency 
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dropping fast as a function of the internal voltage of the cell (
cell applV V Vbi= - ). The 

results shown in Figure 7b are only for light intensities where the photocurrent is larger 

than the dark current. Moreover, consecutive measurements shown this data to be stable 

and consistent in several devices that were tested (~10 devices). 

 
Figure 7. (a) I-V curves under different light intensities (1, 0.1, 0.01mW/cm 2). (b) External 
quantum efficiency as a function of light intensity for different applied bias. As the 
illumination source was a white LED the actual values were normalized such that the low 
intensity EQE at short circuit was  equivalent to the value shown in Figure 6b at 550nm.  
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5.5. Analysis and Discussion 

The results shown in Figure 7 indicate that: a) At very low light intensity both the fill 

factor and the open circuit voltage are reduced; b) For the range of 0.01-1mWcm-2 the 

cell losses are intensity dependent while above and below this dependency is much 

reduced. Few models to predict the QE of an OPV were presented in the past, taking 

into account or neglecting several physical processes13,16-18. In this paper we will base 

our analysis on the simple model presented by Rappaport et al13 for single layer device 

and modify it to account for the processes found in the BHJ devices considered here. 

The Rappaport model use two assumptions: 1) under sufficiently low excitation power 

the cell's efficiency is constant and is directly related to the generation efficiency in the 

absence of non-geminate recombination. 2) The only loss mechanism is due to 

Langevin type bimolecular recombination. As Figure 7b shows, we may retain the 

assumption that at sufficiently low light intensity the cellôs efficiency is constant and 

hence we also represent the photocurrent under low light intensity as:  

( )PCJ A V P= Ö 

Where A is a bias (electric field) dependent constant which represent the efficiency of 

the generation and dissociation processes, and P is the incident optical power density. 

As the excitation power increases, few loss mechanisms may set in. These loss 

mechanisms decrease the extracted photocurrent, and by that decrease the cell's 

efficiency as well. For this region, the extracted photocurrent can be expressed as:  

(1)  ( )PC lossJ A V P J= Ö -  

Where lossJ stands for current loss (recombination current) that sets in at higher 

excitation intensity, and ( )A V PÖ  is the "ideal" photocurrent that could be extracted 

from the cell if there were no such losses.  

In his model Rappaport refers all the losses to the Langevin bimolecular recombination 

mechanism, which fitted well single layer single component devices13,19: 

lossJ knp dq= Ö 

Where, n/p are the electron/hole densities respectively, d is the active layer thickness, 

q is the electron charge and ( )n p

q
k m m
e
= +  is the Langevin recombination constant for 

single layer device. nmand pmare the electron and hole mobilities respectively and e 

is the permittivity constant of the material. Comparing the data in Figure 7b to the 
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intensity dependence described in Rappaportôs paper13 reveals that the intensity 

dependence of the efficiency could not be reproduced using Langevin recombination 

as the dominant loss mechanism (see also Figure 9). Another loss (recombination) 

mechanism that could be considered is the Shockley-Read-Hall recombination which 

is a trap assisted recombination. There is enough evidence that there is ground state 

interaction between P3HT and PCBM20 and that additional trap like states appear upon 

mixing the two.21 As the recombination through the charge transfer state could also be 

considered as a recombination through a trap state we propose that the Shockley Reed 

Hall (SRH)22 recombination model should be adequate here, to at least a first 

approximation. In short, the trap assisted SRH recombination sets in when trap states 

are introduced into the band gap. Those trap states can capture a charge carrier ï 

electron (hole). If the probability of the hole (electron) charge carrier to be trapped in 

(move to) the same trap state is larger than the electron's (hole's) probability to be 

thermally re-emitted from it, recombination will occur. This recombination process in 

its reduced form of a monomolecular recombination has already been used in the 

context of organic solar cells.14,23  Due to the ultralow light intensities used here it is 

important to use the full expression:24 

(2) 

2

1 1 1

( -  ) ( )

( ) ( ) ( ) ( )

n p t n p t

n p n p

C C N np ni C C N np
Rsrh

C n n C p p C n C p p

Ö Ö Ö Ö Ö Ö
=

+ + + + +
 

Where Cn/Cp are the capture coefficient of electrons/holes, n/p are the electron/hole 

densities, Nt is the density of the traps, in is the intrinsic carrier concentration in the 

sample and ( ) 2

1 1 exp /C V C V in p N N E E kT nÖ = - - =è øê ú . 1n and 1p are the parameters 

which determine the position of the traps energy with respect to the LUMO/HOMO 

levels.  If the trap level is close to the HOMO the following relation would be used:

1 exp t
V

E
p N

kt

-Dë û
= ì ü

í ý
where DEt is the trap depth with respect to the HOMO level. The 

approximate expression on the right of equation (2) is for a trap close to the HOMO 

and a charge density above ni (which is small for large band gaps). 

In Figure 8 we plot the recombination rates of both Langevin (dotted line) and SRH 

(symbols) recombination (see caption for material parameters used). Typically one 

would be interested in the range of charge density of 1015 to 1016cm-3 where the SRH 

is monomolecular (slope=1) and the Langevin is bimolecular (slope=2). As was also 

shown in ref 23 there would be a cross over between the SRH and Langevin at the high 

intensity range. When examining the lower charge density range we note that the SRH 
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changes its functionality and switches to a bi-molecular type recombination. As the 

figure shows, the density at which the recombination would switch from 

monomolecular to bimolecular type would depend on the trap parameters. 

 

Figure 8. The recombination rate as a function of hole density. The symbols represent SRH 
recombination (Cn=C p=10 -12cm-3/s; Nt=10 17cm-3). The round symbols were calculated for 
DEt=0.22eV and the square ones for DEt=0.3eV. The solid lines represents the slope of 2 
(bimolecular type) and 1 (monomolecular type). Note that the transition point depends on 
the trap dep th. The dotted line represents the Langevin rate ( m=10 -4cm2/Vs;e=3).  

To be able to reproduce the data presented in Figure 7b we need to find the functional 

form of the quantum efficiency as a function of light intensity. We combine equations 

(1) and (2) and assuming the photocurrent being a drift current that can be represented 

by single carrier current we find: 

 (3) 

1

( )

( ) ( )

PC

PC loss n p t

n p

V
p

J dQE B B
J J V

p d
d

C C N np

C n C p p

m

m

= =
+

+ Ö
Ö Ö Ö

+ +

 

In Figure 9 we compare the functional dependence of the external quantum efficiency 

assuming the loss mechanism being only due to SRH recombination (symbols, full 

line). For comparison we also plot the same dependence using the Rappaport model13 

for the Langevin recombination. 
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Figure 9. Calculated normalized quantum efficiency (B=1) as a function of light intensity. 
The full line and round symbols show the effect of SRH recombination and was calculated 
using equation (3). For this calculation we used ( DEt=0.12eV; Nt=1016cm-3;m=10 -

4cm2/Vs;Cn=Cp=10-11cm-3s-1). The dashed line shows the potential effect of Langevin 
recombination using the model in 13. For this calculation we used ( e=3;m=10 -4cm2/Vs).  

We note that the functional form of the quantum efficiency due to SRH recombination 

is similar to the one presented by the data in Figure 7b where the constant efficiency at 

high intensity is the monomolecular range of the SRH. As Figure 9 shows, the 

functional form of the quantum efficiency as a function of light intensity can be 

characterized using two parameters: 1) The minimum QE value reached at high 

intensities; 2) The intensity where the QE starts to decline. For the first we approximate 

equation (3) for the high charge density regime and arrive at: 

(4) 
2

1

2
1

HighQE B

d
Cn Nt

Vm
Ö
Ö

=

+

 

Namely, the fractional change in QE as a function of light intensity would depend on 

2

Cn Nt

Vm

Ö
. For the second characteristic we solve equation (3) for the charge density at 

which QE=0.5B: 

(5)
0.1

e

2

xp
V Et

Nt
d kt

p

Cp Nt
V

d
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ì ü
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=

Ö -

 

As equation (5) shows, both DEt and Cp (=Cn) appear only at either the nominator or 

the denominator and hence would have large effect on p. Nt however appears in both 

and hence would have a minor effect on the intensity at which the transition occurs (this 

conclusion was verified numerically, not shown). Namely, as far as the trap parameters 
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are concerned, the fractional change in QE depends on Cn and Nt while the transition 

point would depend on Cn and DEt. To test the adequacy of equation (3) we used it to 

fit the data for applied voltage of -0.2V (Figure 7b). This fit is shown in Figure 10 and 

is found to be remarkably good.  As mentioned above, there is no unique set of 

parameters that could be used to fit the measured data but rather one needs to know 

either the trap density of the trap depth to make the fit unique. Based on the literature 

one can estimate the trap density to be in the 1016 to 1017cm-3 range14,21,23 and hence we 

show two fits that were made by choosing Nt to be either 1016 or 5x1017cm-3. The 

resulting set of trap parameters are: 1) Nt=5e17cm-3; Cn=1.4e-12cm-3s-1;DEt=0.22eV  

2) Nt=1e16cm-3; Cn=7e-11cm-3s-1;DEt=0.12eV. By performing the fit using two Nt 

values already used in the relevant literature we find the range of trap depth that is also 

in agreement with reported values. 

 

 

Figure 10. Quantum efficiency as a function of excitation power for applied voltage of -0.2V 
(Voc  at 1 Sun=0.55V). Symbols are measured data and the full line are two overlapping fits 
based on equation (3) and using: 1) Nt=5e17cm -3; Cn=1.4e-12cm -3s-1;DEt=0.22eV;B=0.56  2) 
Nt=1e16cm -3; Cn=7e-11cm -3s-1;DEt=0.12eV; ;B=0.56  . 

Namely, the functional dependence of the quantum efficiency on the light intensity is 

well reproduced using the SRH model. We cannot rule out that there may be some 

contribution from Langevin recombination but at the range tested (below 10mW/cm2) 

such contribution is not significant. By fitting the entire set of QE curves (Figure 11a) 

we can learn more about the cellôs physics. First, B is voltage dependent and it reduces 

as the internal field is reduced. This trend agrees well with voltage dependent 
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dissociation efficiency model (as in Onsager model)25,26. Second, the expression 

n tC N

m

Ö
also reduces as a function of the internal field (Figure 11b). 

 

Figure 11. (a) A fit of the data shown in Figure 7b to equation (3). (b) The dependence of the 
fit parameters on the internal voltage, Voc - Vappl (Voc=0.55V).  

 

5.6.  Conclusions 

We have performed intensity dependent measurements of the external quantum 

efficiency of P3HT:PCBM solar cell. The measurements were carried out at intensities 

which are two to three orders of magnitude below those that are commonly reported. 

By going to the low intensity and low charge density regime we were able to go below 

the regime where the SRH recombination can be approximated as a monomolecular 

recombination (p/t). By doing so we were able to clearly show the presence of trap 

induced recombination which is somewhat illusive at higher intensities. We cannot rule 

out that there may be some contribution from Langevin recombination but at the range 

tested (below 10mW/cm2) such contribution is not significant. 

Our analysis indicates that the two mechanisms considered to reduce the efficiency in 

solar cells are active. The non complete exciton dissociation (charge separation) or the 
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reduced charge generation is clearly visible at the ultra-low intensity regime where the 

low excitation density rules out non-geminate recombination. The charge 

recombination set an additional loss mechanism and it can only be distinguished at the 

ultra-low to low light intensities. Both these processes are found to be dependent on the 

electric field. The dependence of the charge generation on the internal electric field is 

a known phenomenon. 25,26 However, the dependence of n tC N

m

Ö
 on the internal electric 

field may need some discussion. As this expression shows, the dependence could arise 

either from the trap parameters (CnNt) or from the mobility (m). If we consider the trap 

parameters then it means that the trapping related recombination is slightly activated by 

the applied voltage. The range in Figure 11 is too small to suggest a type of activation. 

We were not able to find much evidence for previous reports on activated trapping but 

for one discussing such effect in Fe-doped LiNb03.27 We mention this specific 

reference since the mechanism considered there is of polaron transfer which could also 

be relevant in the case of organic materials. If we consider the mobility to be causing 

this field dependence of n tC N

m

Ö
 then it would mean that the mobility should go up at 

low electric fields (below 2x104V/cm) which could be the case for disordered 

materials.28-30 Having said the above we should note that the SRH model was not 

developed for organic materials which are also disordered and hence although it is valid 

to at least a first approximation farther experimental and theoretical study would be 

needed to verify its strict validity. 
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6.1. Abstract 

The dependence of the internal quantum efficiency of P3HT:PCBM solar cell on light 

intensity was measured over four orders of magnitude and for devices annealed for 4 

and 10 minutes. We find that both trap assisted (Shockley-Read-Hall type) and 

bimolecular losses coexist and that the relative magnitude of which is dependent on 

both the light intensity and the processing conditions. We suggest that the use of 

Langevin type charge recombination in conjunction with trap assisted recombination is 

not the best choice and show that the well-know exciton annihilation by charge polaron 

may better account for the bimolecular losses. 

 

6.2. Main Text 

Organic Photovoltaic cells (OPV's) are the subject of extensive research and 

development as they emerge to become a low cost, easy to produce, flexible and 

efficient solution for converting the solar energy into electrical power.1-4 One of the 

most studied structures of the organic solar cells is the Bulk-Heterojunction (BHJ) 

configuration.5, 6  To design more efficient OPV's there is a need to identify the 

physical processes that govern the operation of these devices, and understand how to 

manipulate and control them. By having this ability, one can decide which directions to 

follow and where to aim in order to achieve better devices. For now, the main obstacle 

is the ambiguity found in various reports. Using the same set of measurements different 

conclusions are drawn pointing to different physical processes as the limiting ones.  

To be able to study the generation and recombination and more importantly separate 

the effects, we developed a technique that is based on sweeping the excitation intensity 

from ultralow intensity (10-3 sun) and up to high intensity (few sun).7, 8 The ultralow 

intensity regime is often considered irrelevant to solar cells since at such low intensity 

the ñproblemsò associated with charge recombination within the device and/or bad 

contacts (i.e. recombination at the contacts) do not show up. This is exactly why we can 

use the ultralow intensity to directly measure the charge generation efficiency. As we 

ramp up the intensity the ñproblemsò start to kick in one by one and from their evolution 

as a function of light intensity we can deduce the nature of the ñproblemò or the 

mechanism driving the loss of efficiency. Here, we use this technique to analyze the 

quantum efficiency of BHJ P3HT:PCBM devices subjected to different annealing 

times. Results of our modeling shows, that in order to account for the full intensity 

range and different annealing time, we have to introduce a new recombination 
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mechanism. This "new" mechanisms is not charge-recombination but rather exciton 

recombination or annihilation by the generated charges. While such a mechanism is 

well known9 and has been identified in P3HT:PCBM films using time-resolved 

microwave conductivity10, 11 and picosecond time resolved optical spectroscopy,12, 13 it 

is not being used to describe working devices. In a previous publication8 we reported 

somewhat similar measurements however, the excitation spot in those measurements 

was broad thus introducing spurious edge effects which obscured the presence of 

bimolecular loss. 

OPV's were fabricated using the following procedure: Cleaned Patterned ITO 

Substrates were put in UV-ozone for 15min and then spin coated with PEDOT:PSS 

(Baytron AL4083) creating a layer of 40nm. The PEDOT layer was dried in air for 

15min using 110C hot plate. A solution of P3HT(Reike):PCBM (Nano-C)(1:1 ratio, 

20mg/ml) in DCB ,dissolved by heating and stirring overnight, was then spin coated on 

top of the PEDOT creating a 190nm thick active layer. Eventually top electrode of 

10nm Ca/120nm Al/50nm Au was evaporated at 10-6mbar, followed by annealing of 

the devices at 135C for 4min using a vacuum oven. This procedure resulted in 1.5-2% 

power conversion efficiency (PCE) OPV's.  Typical I-V and spectrally resolved 

external quantum efficiency are shown in Figure 12. 

 

Figure 12. (a) Current voltage characteristics in the dark (full line) and under 1Sun (dashed 
line). The cell exhibits: V OC=0.55V; JSC=5mA/cm 2;FF=0.5;PCE=1.5%. (b) Spectrally resolved 
external quantum efficiency measured with an average light intensity of 1.5 mW/cm 2 and 
lockin frequency of 10Hz.  

To gain better insight we also tested devices that were annealed for 10 minutes. The 

excitation was achieved using white light LEDs and the intensity was scan by both 

varying the LED current and using OD filters. Care was taken to ensure that all the light 

falls within the pixel so as to avoid any edge effects. 
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Figure 13. Measured normalized quantum e fficiency for devices annealed for 4 minutes 
(square symbols) and 10 minutes (round symbols).  

Figure 13 shows the measured quantum efficiency (V=VSC) normalized to its value at 

the low intensity end. To bring out even a slight efficiency loss we zoom on the results 

by bringing the minimum of the Y axis to 0.5. We found that cells of different PCE 

would have similar normalized curves with better devices showing less than the 30% 

drop at 1Sun and worse showing higher drop. Namely, the loss strength may very but 

the loss mechanisms stay the same (we do not attempt here to study the effect of 

different processing conditions and/or additives). The results clearly show that at about 

0.1mW/cm2 efficiency loss starts to be noticeable and the different shape between the 

two annealing times suggest that there is more than one loss mechanism at play. Few 

models to predict the QE of an OPV were presented in the past, taking into account or 

neglecting several physical processes7, 14-16. In this paper we will base our analysis on 

the simple model presented by Rappaport et al7 which showed using two consecutive 

papers 7, 17 that as long as the electron and hole mobilities are of the same order of 

magnitude capturing the physical essence does not require detailed drift-diffusion 

analysis.17  

The Rappaport model use two assumptions: 1) That under sufficiently low excitation 

power the cell's efficiency is constant and is directly related to the generation efficiency 

in the absence of non-geminate recombination. 2) The loss mechanisms associated with 

non-geminate recombination take place at higher excitation intensity. As Figure 13 

shows, we may retain the assumption that at sufficiently low light intensity the cellôs 

efficiency is constant and hence we also represent the photocurrent under low light 

intensity as:  
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( )PCJ A V P= Ö
 

Where A is a bias (electric field) dependent constant which represent the efficiency of 

the generation and dissociation processes, V is the internal voltage of the cell (

applV V Vbi= - ), Vappl is either the applied or photo-generated voltage, Vbi is the internal 

voltage at short-circuit,  and P is the incident optical power density. This is also justified 

by the fact that at 10-4 Sun the average distance between generated carriers is larger 

than the device dimensions such that non-geminate recombination is not likely to take 

place. 

As the excitation power increases, few loss mechanisms may set in. These loss 

mechanisms decrease the extracted photocurrent, and by that decrease the cell's 

efficiency as well. For this region, the extracted photocurrent can be expressed as:  

(6)  ( )PC lossJ A V P J= Ö -  

Where lossJ stands for current loss (recombination current) that sets in at higher 

excitation intensity, and ( )A V PÖ  is the "ideal" photocurrent that could be extracted 

from the cell if there were no such losses. If we restrict our analysis to V>>kT (i.e. not 

too close to open circuit voltage where V=Vbi-Vappl=0) than we can neglect diffusion 

currents and write7: 

(7) PC e e h h

V V
J q n q n

d d
m m= =  

The equality between the electron and hole currents exiting the device is valid mainly 

under steady state where any charging has stopped. Since we are interested here in 

steady state properties we do not go into the details of when it may break. 

Equation (7) may cause the impression that that the photocurrent is always bias 

dependent but one should not that in the absence of loss mechanism and assuming a 

bias independent generation rate the current is fixed at PCJ A P= Öand the quantity that 

changes with voltage is the charge density according to h PC

d
n J

Vqm
º (also valid only 

for V kT>> ). 

 To analyze the results presented in Figure 13 we need to go beyond the Rappaport 

model and hence instead of using the parameter A for the charge generation efficiency 

we describe the charge generation through a set of rate equations. To do so we follow 

the process where photons are absorbed at a rate G thus generating excitons (nex). These 

excitons may either recombine at a rate Kr, dissociate to charges at a rate Ks, or be 

annihilated by charge polarons (nh). In equation (8)we sum the recombination rate and 
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the dissociation rate as Kd and Kepnh is the exciton annihilation rate. The charges are 

directly generated from excitons and the fraction a in equation (8) ensures that we count 

only the excitons that dissociate into charges ( / [K ]S S rK Ka= +  ). Equation (8)  also 

shows that the generate charges may either exit the device to form the photocurrent 

(mnhV/d) or be lost through recombination at a rate RLoss.  

(8)

2

ex ex d ex ep h

h ex d h Loss

d
n G n K n K n

dt

d V
n n K n R

dt d
a m

ë
= - Ö - Ö Öîî

ì
î = Ö Ö - -
îí

 

Based on equation (8) and assuming steady state we can write the generation current 

as: 

(9) ( )G ex d ex ep hJ Gqd n K n K n qd= = Ö + Ö Ö 

With these definitions the quantum efficiency can be written as: 

(10) PC PC

G PC loss

J J
QE

J J J
= ¹

+
 

As equation (10) shows, any difference between the generation current and the 

measured current would constitute losses which are collectively termed as Jloss. In 

equation (11) we collate all the loss mechanisms considered here. First, the charge 

recombination loss (Rloss) is potentially composed of Langevin recombination rate. 

Second, the SRH trap assisted recombination. The third term is the well known exciton 

annihilation process via exciton-polaron collision.9 This mechanism was recently 

invoked to account for intensity dependent photoluminescence measurements in 

P3HT:PCBM blends.10 

(11)

( )

( )

2

2

;

;

2 cosh

;

   

Lang Lang e h i Lang Lang

n t h e i

SRH SRH SRH

t
e h i

ep ex ep h ep ep

R K n n n J R qd

C N n n n
R J R qd

E
n n n

kT

R n K n J R qd

ë
= Ö - =î

î
è ø-î ê ú= =ì

Då õî + + Ö æ ö
î ç ÷
î

= Ö Ö =í

 

In Langevin theory ( )Lang e p

q
K m m

e
= + however in the context of bulk heterojunction 

it is common the use KLang as a fitting parameter so as to account for the reduced charge 

recombination in such blends. In the SRH theory Cn is the charge capture coefficient, 

Nt is the trap density, and DEt is the trap position relative to the middle of the gap. 
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Considering the above loss mechanisms, since they are negligible at very low light 

intensity one can show that at the low light intensity QE=a (the free-charge generation 

efficiency). 

In Figure 14 we use the above equations to demonstrate the usefulness of measuring 

the internal quantum efficiency starting from ultralow light intensity. The dashed blue 

line shows the intensity dependence of the quantum efficiency as calculated using 

equations (9) to (11) and assuming that only the SRH loss mechanism is active 

(KLang=Kep=0). The blue circles show the power law, with respect to charge density, 

that is associated with the SRH recombination. We note that the SRH rate starts as a 

bimolecular process and one the traps are filled it becomes a monomolecular process. 

As was discussed in 8 the position at which the efficiency starts to drop is mainly 

determined by DEt and the level to which it drops is mainly determined by Nt. The full 

line shows the intensity dependence of the quantum efficiency assuming the only loss 

mechanism being either only Langevin or only exciton annihilation by polarons (holes 

in the P3HT). We note that both show the same signature associated with bimolecular 

process and with the parameters chosen for KLang and Kep the effect is identical.  

 
Figure 14. Calculated normalized quantum efficiency (left axis) and the power low of the 
loss mechanism with respect to the charge density (right axis) as a function of light intensity 
(V=VSC). The efficiency shown by the dashed blue line is for the loss mechanism being SRH 
and the full red line is for the loss mechanism being either Langevin or exciton -polaron. The 
blue circles describe the SRH power law and the red diamonds show the bimolecular nature 
of both Langevin and exciton -polaron loss mechanisms.  

Figure 14 shows that by scanning the excitation intensity starting at very low intensity 

one can introduce the loss mechanisms one after the other and thus better separate 

between them. It also shows that the exciton annihilation by charge polarons has a 

signature that is very similar to that of a bimolecular charge recombination (see also 
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equation(12)). For completeness we state that if one would calculate the power law with 

respect to the excitation intensity then the power laws would be smaller at the high 

intensity range where the charge density becomes sub linear with respect to the 

excitation intensity. 

To complete the picture and provide some intuitive understanding of the results we use 

the above equations to approximate the loss mechanisms under different physical 

circumstances (see equation(12)). 

(12)

( )

( )
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2

ep 2

; 2 cosh
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î é

Då õì é + >> Öæ öî +é ç ÷ê
î
î å õ

= º Ö ­ ­æ öî
ç ÷í

  

  

Equation (12) shows that in the absence of other loss mechanism the exciton-polaron 

loss rate is bimolecular and proportional to 2

hn  . This is derived using equation (8) 

which shows that under steady state (d/dt=0) and in the absence of charge 

recombination (Rloss=0) the charge density is linearly proportional to the exciton 

density. With the above physical framework in mind, in Figure 15 we present the 

analysis of the quantum efficiency using the trap assisted SRH as well as the 

bimolecular loss mechanisms. In the analysis we use the parameters in Table  as 

constants as use the others as fitting parameters. 

Table 3. Parameters used as constant in the model  

ni 108cm-3 

Cn 1.4x10-12 cm3s-1  ref 8 

m 10-4cm2v-1s-1 ï ref 10 

Kd 1010s-1  - ref 18 

 

 

Figure 15a show best fits assuming only bimolecular loss mechanisms exist with the 

device. While the device annealed for 4 minutes can be fitted perfectly with a 

bimolecular process the 10 minutes annealing case is definitely not. Moreover, to obtain 

the fit for the 10 minutes case, the bimolecular coefficient needs to be enhanced by 

about a factor of 5. For example, through the fit we obtained KLang=1.5x10-12 for the 

4 minutes case and KLang=8x10-12 for the 10 minutes cases. Turning to the trap 

assisted Shockley-Read-Hall mechanism we show in Figure 15b best fits assuming it is 
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the only loss mechanism. While the fits on the low intensity side seem to be rather good 

it is clear that the SRH is leveling off at the high intensity regime making it unsuitable 

as the only loss mechanism. Finally, Figure 15c shows best fits using SRH 

recombination and one of the bimolecular loss mechanisms. The resulting parameters 

are collected in table I. By including both SRH and bimolecular terms we find that the 

bimolecular recombination coefficient does not change between the two annealing 

times, be it the Langevin (KLang) or the exciton annihilation (Kep). Regarding the trap 

assisted recombination we find that the trap density is reduced and that the traps become 

slightly deeper. 
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Figure 15. The normalized quantum efficiency as a function of excitation intensity. Square 
symbols were measured for the 4  minutes annealed device and the circles for the 10 
minutes one. The full lines are best fits using equations (8) to (11). (a) assuming the loss 
mechanisms is only a bimolecular (Langevin charge recombination or exciton annihilation 
by charge-polaron). (b) assuming the loss mechanism is only trap assisted SRH type.  (c) 
Using both bimolecular and SRH type loss mechanisms.  

 
Table 4. Best Fit parameters used in Figure 15. In parenthesis are the values that are 
independent of the parameters indicated in Table 3Table  
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