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Abstract

Chip multiprocessors (CMPs) combine increasingly many general-purpose processor cores on a single chip. These cores run several tasks with unpredictable communication needs, resulting in uncertain and often-changing traffic patterns. This unpredictability leads network-on-chip (NoC) designers to plan for the worst-case traffic patterns, and significantly over-provision link capacities. In this paper, we provide NoC designers with an alternative statistical approach. We first present the traffic-load distribution plots (T-Plots), illustrating how much capacity over-provisioning is needed to service 90%, 99%, or 100% of all traffic patterns. We prove that in the general case, plotting T-Plots is \#P-complete, and therefore extremely complex. We then show how to determine the exact mean and variance of the traffic load on any edge, and use these to provide Gaussian-based models for the T-Plots, as well as guaranteed performance bounds. Finally, we use T-Plots to reduce the network power consumption by providing an efficient capacity allocation algorithm with predictable performance guarantees.

1 Introduction

The multi-core era is here. Today, chip multiprocessors (CMPs) combine increasingly many general-purpose processor cores on a single chip [1–7]. As shown in Figure 1, these processor cores can be placed in regular and identical tiles, interconnected in a network-on-chip (NoC) using links and switches. Such a regular network-based design enables a lower design complexity, scalable and predictable layout properties, a high level of parallelism and modularity, and an efficient statistical capacity sharing [8–13].

The processor cores in CMPs run many software processes belonging to a wide variety of possible applications, with unpredictable communication needs between the cores. As a result, the traffic pattern in the NoC is uncertain and often-changing. The challenge is to allocate NoC link bandwidth capacities efficiently so as to service the many possible traffic patterns, and at the same time not to use excessive link area and power — especially given that the NoC architecture consumes a significant portion of CMP resources [1, 2, 14, 15]. Note that this capacity allocation problem is different from traditional application-specific systems-on-chip (ASSoCs), in which a limited set of applications is statically mapped onto the cores and generates a well-known traffic pattern [16–19]. It also differs from traditional chip-to-chip multiprocessor interconnects, in which the link bandwidth capacities cannot be easily adjusted [20].

The link bandwidth capacity allocation algorithm needs to trade off the different bandwidth requirements of the many traffic patterns, and the possible capacity over-provisioning. On the one hand, the usual method of sizing the network for some typical average traffic pattern [13], such as a uniform traffic pattern, can completely miss the widely different bandwidth demands of the other traffic patterns, which appear when running different applications. On the other hand, planning for the worst case among all possible traffic patterns [3, 21–23] can potentially necessitate significant link bandwidth capacities that are rarely fully utilized and consume expensive power resources. In fact, such a scheme does not fully exploit the statistical mul-
multiplexing properties of the NoC, which are increasingly significant as the number of cores increases.

The main contribution of this paper is the introduction of a statistical approach to NoC design and capacity allocation. To do so, we introduce a novel method to represent and analyze the full spectrum that lies between the average and the worst-case traffic patterns. Then, we argue that the NoC designer should consider the tradeoff between link capacity and performance guarantee, where the performance is measured by the fraction of traffic patterns that can be fully served. For instance, the NoC designer should know that instead of some worst-case capacity allocation in which the NoC can guarantee service to 100% of traffic patterns, some other statistical capacity allocation can guarantee service to 99.99% of traffic patterns in exchange for a reduction in the total link capacity. It is then up to the NoC designer to determine whether the 0.01% of traffic patterns are worth this additional capacity and the necessary additional power resources.

To support our statistical approach, we introduce the T-Plots, or Traffic Load Distribution Plots — a class of plots illustrating the distribution of the load generated by the set of traffic patterns, and providing a synthetic view of the network performance. For instance, Figure 2 illustrates such a T-Plot, showing the distribution of the normalized load on edge $e_{6,7}$. The T-Plot is generated using the set of all traffic patterns in the CMP, and the graph is of course normalized so that the area below it sums up to 1 (other simulation details are in Section 9). As shown in the T-Plot, the average load generated on this link is 0.94. Further, the worst-case load can be found to be exactly 2 (with a negligible density), and the 99.99%-cutoff load is a bit below 1.59. In other words, this T-Plot shows that when the link capacity equals 21% less than the worst-case load, 99.99% of the traffic patterns can already be served. Thus, using this T-Plot, a NoC designer can directly evaluate the performance of a capacity allocation scheme, and clearly see the tradeoff between performance guarantee and capacity over-provisioning. The NoC designer might decide, for instance, that the marginal benefit of allocating more capacity beyond 1.59 is not worth the cost. Incidentally, note that this T-Plot can be closely modeled as Gaussian – the paper will later expand on this point.

In this paper, we demonstrate that the exact computation of T-Plots is #P-complete, and therefore without known polynomial-time algorithms. We later show how to practically approximate T-Plots using random-walk-based methods, and how to analytically calculate the mean and the variance of the edge loads in a combinatorial way. We further show that knowing the mean and the variance is often sufficient to approximate the whole distribution, as the edge T-Plots may be frequently closely modeled as Gaussian. We also suggest some simple bounds and models for the global T-Plot, which models the performance of the whole network. Finally, we suggest a very simple, yet efficient, capacity allocation algorithm with predictable performance guarantees.

We would like to stress that in our view, a key aspect of this statistical approach is its potential for a wide range of applications, including in non-CMP NoC-based architectures. For instance, while not applicable to simple ASSoCs with a single traffic pattern, the statistical approach can be highly useful for more complex ASSoCs with dozens of basic use-cases and potentially thousands of compound use-cases [24, 25]. Likewise, the statistical approach can be used in NoC-based FPGAs to allocate the available bandwidth capacity of the higher-performance hard-wired non-programmable links, thus providing the designer with performance guarantees for a significantly large number of traffic patterns [26]. Finally, the statistical approach can be combined with other approaches to provide quality-of-service (QoS) guarantees, for instance by using worst-case analysis for high-priority control and delay-sensitive traffic, and statistical analysis for the remaining best-effort traffic [13, 27].

This work is structured as follows. After formulating the T-Plot model in Section 2, we prove its #P-completeness in Section 3. Then, in Sections 4 and 5, we provide a Gaussian view of the edge T-Plots as well as strict performance guarantees, and generalize these results to global T-Plots in Section 6. Finally, in Sections 7 and 8, we introduce a simple capacity allocation scheme, which we evaluate, together with the other results, in Section 9.

2 T-Plot model

Network – The NoC architecture is modeled as a directed graph $G(V, E)$ with $n=|V|$ nodes (processor cores) and $|E|$ edges (links). For instance, Figure 1 illustrates such a graph with 12 nodes (each corresponding to a processor core and its associated switch), and 34 edges between them.
In this paper, we consider a normalized homogeneous CMP in which each processor core works at the same frequency and can send (receive) at most one data word every clock cycle, but we do not make any assumption on the destination (source) of its traffic (see [3, 21–23] for more details on this standard model). Therefore, the possible set \( A \) of traffic matrices in the NoC, called the T-Set \( A \), is defined as

\[
A = \left\{ D \mid \forall i : \sum_j D_{ij} \leq 1, \sum_j D_{ji} \leq 1 \right\}
\]  

(1)

For example, assuming a data width of 32 bits and a frequency of 200 MHz, we get a maximum input/output rate of \( 32 \times 200/8 = 800 \text{ MByte/s} \) for each processor core of the network, and the T-Set \( A \) is the set of all the possible traffic matrices that respect this maximum.

We can generalize the results to different T-Sets. For instance, in a general heterogeneous NoC architecture, node \( i \) may send (receive) traffic at any rate up to \( q_i \) \((r_i)\), and we will consider the T-Set \( H \) defined as \( H = \left\{ D \mid \forall i : \sum_j D_{ij} \leq q_i, \sum_j D_{ji} \leq r_i \right\} \). Likewise, we will consider the set \( \mathcal{P} \) of permutation traffic matrices, in which each processor core transmits (receives) at maximum rate to (from) a unique processor core.

Given a T-Set, we will assume that any traffic matrix in a T-Set is always equally likely (though adding weights to specific subsets can of course easily be done if needed).

We will also assume that each edge \( e \) is allocated a positive capacity \( c(e) > 0 \). An edge \( e \) is a strictly minimal edge if \( c(e') > c(e) \) for each edge \( e' \) different from \( e \), and a bridge if removing \( e \) would increase the number of components in the graph.

**Routing** – A routing is classically defined as a set of \((n^2|E|)\) variables \( \{f_{ij}(e)\} \), where \( f_{ij}(e) \) denotes the fraction of the traffic from node \( i \) to node \( j \) that is routed through edge \( e \). In other words, the total flow crossing \( e \) when routing the traffic matrix \( D \) is \( \sum_{i,j} D_{ij} f_{ij}(e) \), where \( D_{ij} \) is the \((i, j)\)th element of matrix \( D \).

Such a routing is oblivious in the sense that the routing variables are independent of the current traffic matrix. The routing is assumed to satisfy the classical linear flow conservation constraints [28]. An example of routing scheme is dimension-ordered routing (DOR) [29], also called XY routing, a simple NoC mesh routing algorithm in which packets are routed along one dimension first and then along the next dimension (we assumed an "X then Y" routing). Further, when the T-Set is \( A \), the most loaded edge is the edge \( e \) that maximizes \( \sum_{i,j} f_{ij}(e) \).

**Congestion** – The edge congestion (or load) on edge \( e \) is equal to the total flow crossing it divided by the edge capacity, i.e.

\[
EC(e, f, D) = \frac{\sum_{i,j} D_{ij} f_{ij}(e)}{c(e)}
\]  

(2)

When the edge congestion on \( e \) is at least 1, we will say that \( e \) is saturated. Further, a network is saturated if at least one edge in it is saturated. The global congestion for traffic matrix \( D \) using \( f \) will be obtained by taking the maximum edge congestion over all edges, that is:

\[
GC(f, D) = \max_{e \in E} \{ EC(e, f, D) \}
\]  

(3)

For a saturated network, the throughput is defined as the inverse of the global congestion, and is otherwise made not to exceed 100%:

\[
TP(f, D) = \min \{ GC(f, D)^{-1}, 1 \}
\]  

(4)

**T-Plots** – Edge (global) T-Plots show the distribution of the edge (global) congestion generated by traffic matrices in the T-Set. T-Plots can be represented as plots of the cumulative distribution function (CDF) or the probability density function (PDF). For example, the value of the edge CDF at point \( L \) is the probability that the edge congestion imposed on that edge by a traffic matrix selected from the T-Set \( T \) would be at most \( L \):

\[
EC_{CDF}^T(e, f, L) = \Pr \{ EC(e, f, D) \leq L | D \in T \}
\]  

(5)

### 3 T-Plots are \#P-complete

We will now prove that computing the T-Plots is \#P-complete [30], which implies that it cannot be done using any known polynomial-time algorithm. Intuitively, \#P-complete problems are hard counting problems without known polynomial-time solution, in the same way as NP-complete problems are hard decision problems without known polynomial-time solution. In fact, NP is a subset of \#P; and therefore \#P-complete problems are at least as hard as NP-complete problems: while a typical NP-complete problem is to decide whether there exists at least one solution, the related \#P-complete problem is to count the number of solutions, which typically makes it quite harder.

We will first show the \#P-completeness for edge T-Plots, and then as well for global T-Plots. We refer interested readers to [31] for more formal definitions and complete proofs of all the theorems in this paper.

**Theorem 1** When the T-Set is the set of permutations \( \mathcal{P} \), finding the edge T-Plot of a non-bridge edge \( e \) is \#P-complete.

**Corollary 1** In the general case, finding the edge T-Plot is \#P-complete.
**Theorem 2** When the T-Set is the set of permutations $\mathcal{P}$, finding the global T-Plot of a graph that includes a strictly minimal edge is #P-complete.

**Corollary 2** In the general case, finding the global T-Plot is #P-complete.

Since exact T-Plot computation proves elusive, we can only try to approximate or bound it. This will be a recurring theme in this paper.

### 4 Exact mean and variance of edge T-Plots

We just proved that in the general case, computing edge T-Plots is #P-complete, and therefore extremely complex. Thus, we will strive to look for good approximations and bounds. We will now present a straightforward method to calculate the mean and variance of the edge congestions. This will enable us to obtain an overview of the network bottlenecks without running extensive simulations. Furthermore, we will later see that these values will be enough to provide both a Chebyshev-based deterministic bound (Section 5) and a Gaussian-based model (Section 7).

Let’s illustrate the computation of the mean and variance of the edge congestion when the T-Set is the set of permutations $\mathcal{P}$. In this case, the average-case edge congestion on edge $e$ using routing $f$ is:

$$EC_{ac}(e,f) = \frac{1}{n!} \sum_{D \in \mathcal{P}} EC(e,f,D)$$

$$= \frac{1}{n!} \sum_{D \in \mathcal{P}} \sum_{ij} D_{ij} f_{ij}(e)$$

$$= \frac{1}{n!c(e)} \sum_{ij} f_{ij}(e) D_{ij}$$

$$= \frac{1}{n!c(e)} \sum_{ij} f_{ij}(e)$$

(6)

where the last equality relies on the fact that a given flow $(i,j)$ is only used in $\frac{1}{n!}$ of the permutations.

Likewise, the variance is calculated using the variance formula

$$Var_{D \in \mathcal{P}}[EC(e,f,D)] = E[EC^2] - E^2[EC]$$

(7)

with

$$E[EC^2] = \sum_{ijkl} f_{ij}(e) f_{kl}(e) \left( \sum_{D \in \mathcal{P}} D_{ij} D_{kl} \right)$$

$$= \frac{1}{n!c(e)^2}$$

(8)

where the expectations are with respect to the random variable $D \in \mathcal{P}$ and the parameters of $EC$ are implicit. Using basic combinatorial considerations,

$$\sum_{D \in \mathcal{P}} D_{ij} D_{kl} = \begin{cases} \binom{n-1}{l} & i = k \land j = l \\ \binom{n-2}{l} & i \neq k \land j \neq l \\ 0 & i = k \land j \neq l \\ 0 & i \neq k \land j = l \end{cases}$$

(9)

The assumptions above can be relaxed and the computation of the mean and variance can be generalized to other T-Sets [31]. In the next section, we will show how the mean and variance of the edge congestions can provide us with deterministic congestion guarantees.

### 5 Congestion guarantees for edge T-Plots

We are interested in providing performance bounds that are guaranteed independently of the shape of the edge T-Plot. We will now show that it is indeed possible to bound the probability that the congestion on some edge exceeds a given value.

Let $X$ denote the congestion imposed on a given edge $e$ by a traffic matrix $D$ generated from the T-Set. Further, let $\mu$ and $\sigma$ be the average and standard-deviation of the edge congestion on $e$. Then, by Chebyshev’s one-tailed inequality with $k \geq 0$,

$$Pr(X \geq \mu + k\sigma) \leq \frac{1}{1+k^2}$$

(10)

By definition, $e$ is saturated iff $X \geq c(e)$. Therefore, the probability for $e$ to be saturated is upper-bounded as follows:

$$Pr(X \geq c(e)) \leq \frac{1}{1+k^2}$$

(11)

Alternatively, given a desired congestion guarantee level $G$, it is possible to calculate a capacity $c'(e)$ that guarantees that at least a fraction $G$ of the allowable traffic matrices would be served without saturating $e$. Transforming Equation (11), we get:

$$c'(e) = \mu + \sigma \sqrt{\frac{G}{1-G}}$$

(12)

For instance, for $G = 99\%$, we need $c'(e) = \mu + 9.95\sigma$; i.e., with this edge capacity, we are guaranteed that at least 99\% of the matrices can be served without saturating $e$.

**Example** – Figure 3(a) provides an example of CDF T-Plot of an edge congestion. It is compared with the Chebyshev-based deterministic guarantee presented above, as well as a Gaussian-based model (as developed in Section 7). This plot was obtained on edge $e_{6,7}$ in the $3 \times 4$ mesh of Figure 1, using DOR routing. It is a CDF plot, corresponding to the PDF plot of Figure 2.

As seen in Figure 3(a), the Chebyshev-based deterministic congestion guarantees are rather far below the simulated
CDF. This is because the Chebyshev inequality is known to be a very loose bound. On the contrary, in this case, the Gaussian model does very well for this edge, to the point that the plots of the congestion and its Gaussian model can barely be distinguished. For instance, consider an edge congestion of 1.25 (on the x-axis): as shown by simulations, 96% of the matrices cause an edge congestion under this value. By contrast, the Chebyshev-based deterministic approach only guarantees that at least 76% of the matrices will be under this value.

In the same way, the same T-Plot can also be represented as the CCDF (Complementary CDF) of the throughput, as seen in Figure 3(b). Again, a throughput of at least $1 - 10^{-1} = 80\%$ is provided to 96% of the matrices on this edge, while the Chebyshev-based performance bound can only guarantee this for 76% of the matrices.

6 Model and bounds of global T-Plots

So far, we have mainly dealt with edge congestions. We will now deal with global congestions. Of course, succeeding to well approximate the global T-Plots would mean obtaining a performance model for the whole network. We will first provide a simple model assuming independence, and then an upper-bound.

6.1 Edge-independent and independent-Gaussian models

Assuming that all edge congestions are independent, i.e. traffic matrices cause congestion at different links in an independent manner, provides the following edge-independent model:

$$GC_{CDF}(f, L) = \Pr \left( \max_{e \in E} \{EC(e, f, D) \} \leq L \right)$$

$$\approx \prod_{e \in E} \Pr (EC(e, f, D) \leq L)$$

$$= \prod_{e \in E} EC_{CDF}(e, f, L)$$

(13)

This edge-independent model is not always a good approximation, because matrices often cause loads in a positively correlated way. However, it plays the role of an intuitive lower bound (though it can be shown that it is not always a lower bound).

Further, this model can be extended to an even simpler independent-Gaussian model, in which the distributions of all edge congestions are assumed to be Gaussian. In Section 4, we determined their exact average and standard-deviation at each edge $e$, denoted $\mu(e)$ and $\sigma(e)$. Therefore, this model is fully and exactly determined:

$$GC_{CDF}(f, L) \approx \prod_{e \in E} \Phi \left( \frac{L - \mu(e)}{\sigma(e)} \right),$$

(14)

where $\Phi$ denotes the normalized Gaussian CDF. In the simulations section, we will show that the independent-Gaussian model performed surprisingly well.

6.2 Global upper bound

Let’s now look for an upper bound on the CDF T-Plot of the global congestion. The global congestion is the maximum edge congestion across all edges, and therefore it is at least as large as the congestion of the most loaded edge in the network. Thus, we get the following upper bound on the probability of not being congested:

$$GC_{CDF}(f, L) \leq \min_{e \in E} \{EC_{CDF}(e, f, L)\}.$$  (15)
Further, if $e_1$ and $e_2$ are two edges (e.g. the two most loaded edges in the network, which could be the two different directions of the same link), then:

$$Pr(GC > x) \geq Pr(EC(e_1) > x \lor EC(e_2) > x) = Pr(EC(e_1) > x) + Pr(EC(e_2) > x) - Pr(EC(e_1) > x \land EC(e_2) > x) \geq Pr(EC(e_1) > x) + Pr(EC(e_2) > x) - Pr(EC(e_1) + EC(e_2) > 2x),$$

where $Pr(EC(e_1) + EC(e_2) > 2x)$ is equal to $1 - EC_{CDF}(2x)$, using a dummy edge $\hat{e}$ for which $f(\hat{e}) = f(e_1) + f(e_2)$. Using $\hat{e}$, a similar upper bound can be obtained as follows:

$$Pr(GC \leq x) \leq Pr(EC(e_1) \leq x \land EC(e_2) \leq x) \leq EC_{CDF}(\hat{e}, 2x)$$

A stricter global upper bound may finally be defined as the minimum of the three bounds (15), (16) and (17).

7 Capacity allocation for edge T-Plots

Our goal is now to propose a simple, yet efficient, statistical capacity allocation algorithm, which would enable significant savings in the total capacity, yet achieve full service for the vast majority of the traffic patterns in the CMP. We first explain in this section how our statistical approach enables to dramatically decrease the capacity of a given edge with only a negligible effect on the throughput on that edge. In the next section, we show that our global capacity allocation scheme is optimal in CMP architectures that obey some simplifying assumptions. Finally, the simulations in Section 9 suggest that the capacity allocation scheme is close to optimal in reference CMP architectures as well.

7.1 Gaussian model

We will now prove that when scaling a specific CMP mesh-based architecture, a statistical design allows cutting the edge capacity by almost 50%, while still guaranteeing full service with probability arbitrarily close to 1. To do so, we will first show that the normalized edge T-Plot is asymptotically Gaussian.

Consider an $m \times m$ mesh with DOR routing. Assume that the T-Set $T$ is defined such that the processes of core $i$ send traffic to any of the other $m^2 - 1$ cores $j$ according to some uniform i.i.d. distribution. The uniform distribution is taken so that any core does not exceed its normalized maximum input/output rate of 1 word per clock-cycle: for $D \in T$,

$$\forall i \neq j, D_{ij} \sim Uniform \left(0, \frac{1}{m^2 - 1}\right).$$

Consider some edge $e$ in the mesh. Let’s denote by $s$ the number of (source, destination) flows crossing $e$ using DOR routing, and further denote the average, standard-deviation and maximum of the flow on edge $e$ by $\mu$, $\sigma$ and $w$. By Equation (18), it is clear that the maximum flow generated by each (source, destination) pair is $\frac{1}{m^2 - 1}$, and therefore $w = \frac{\mu}{m^2 - 1}$. Likewise, using independence and summation rules of the expectation and variance, $\mu = \frac{w}{2}$ and $\sigma = \frac{\sqrt{\pi}}{\sqrt{12(m^2 - 1)}}$.

A worst-case deterministic approach would allocate a capacity equal to the maximum possible edge flow: $c(e) = w$. We will now show that as we scale the CMP, the edge flow distribution becomes extremely concentrated around its average $\mu = \frac{w}{2}$. Therefore, by following a statistical design and allocating a capacity just above this average, we can gain nearly 50% capacity with a loss probability going to zero.

To prove this, we will first demonstrate that modeling the edge T-Plot as Gaussian is asymptotically correct in this CMP architecture. While this model is not necessarily correct in all architectures, we will later use it to analyze capacity allocation schemes.

We remind that all proofs are in [31].

Theorem 3 As $m$ grows and we scale the CMP architecture, the normalized edge T-Plot of any edge $e$ converges to the normalized Gaussian distribution $N(0, 1)$.

7.2 Statistical capacity allocation

Denote by $\Phi(x)$ the normalized Gaussian CDF, and let $k(m) = \frac{c(e)-\mu}{\sigma}$. Then a consequence of Theorem 3 is that the percentage of traffic matrices that do not saturate edge $e$ (i.e. such that the flow on $e$ is at most $c(e)$) converges to $\Phi(k(m)) = \Phi((c(e) - \mu)/\sigma)$ as $m$ increases. For instance, suppose that we would like to guarantee that at least 99% of the matrices do not saturate $e$. Since $\Phi^{-1}(0.99) = 2.33$, it suffices to allocate capacity $c(e) = \mu + 2.33\sigma$, rather than allocating the worst-case capacity $c(e) = w = 2\mu$. Asymptotically, we can gain up to 50% capacity if $\sigma/\mu$ goes to zero when $m$ goes to infinity. In fact, the theorem below shows that having a capacity allocation barely above 50% of the worst-case capacity is enough to guarantee any level of performance guarantee on edge $e$ as we scale $m$.

Theorem 4 For any small $\epsilon > 0$, any edge $e$, and any guaranteed probability $G < 1$, having an edge capacity of $(\frac{1}{2} + \epsilon)$ of the worst-case link capacity and $m$ large enough is sufficient to guarantee full service on edge $e$ for a fraction $G$ of all traffic matrices.
8 Capacity allocation for global T-Plots

Let’s denote by \( c_i \) the capacity of edge \( i \), and by \( \mu_i, \sigma_i \) the mean and standard deviation of the load on edge \( i \), respectively. We now suggest to allocate to edge \( i \) a capacity of \( c_i = \mu_i + k\sigma_i \), where we use the same value of \( k \) for all edges. Therefore, the total capacity \( C \) required as a function of \( k \) is:

\[
C = \sum_{i=1}^{E} c_i = \sum_{i=1}^{E} \mu_i + k \sum_{i=1}^{E} \sigma_i, \quad (19)
\]

or, equivalently, for a given total capacity \( C \), we need to use

\[
k = \frac{C - \sum_{i=1}^{E} \mu_i}{\sum_{i=1}^{E} \sigma_i}. \quad (20)
\]

Note that when the total capacity is constrained to be smaller than the sum of the average-case edge congestions, \( k \) is negative.

The following theorem demonstrates that this capacity allocation minimizes the probability that the network is saturated, in any NoC with any topology and any routing, as long as two approximation assumptions hold: first, the loads on different edges are independent; and second, the edge T-Plots obey a Gaussian model with the same standard-deviation.

**Theorem 5** Assume that the T-Plots of all edges \( i \) are independent and Gaussian of mean \( \mu_i \) and same standard-deviation \( \sigma \). Then allocating to each edge \( i \) a capacity \( c_i = \mu_i + k\sigma \), where \( k \) is a real constant, minimizes the probability that the network is saturated.

In the simulations, we will evaluate the performance of this capacity allocation algorithm in NoC architectures.

9 Simulations

9.1 T-Set representation

To perform simulations, we need the ability to represent the T-Set. We proved above that this is intrinsically hard (Theorem 1). Therefore, we want to pick traffic matrices uniformly at random from the T-Set in order to approximate their full representation – and to do so, we use random-walk sampling. In the simulations below, sampling is always done using one million samples, unless mentioned otherwise. It is also assumed that nodes don’t send traffic to themselves. [31] further describes the random walk procedure, and why it should intuitively converge towards the T-Plot.

9.2 Global T-Plot

We already saw simulation results of edge congestion T-Plots in Figures 2 and 3. Let’s now look at global congestion T-Plots, which show the distribution of the maximum load across all edges. In Figures 4(a), 4(b), and 4(c), we analyze several parameters of the global congestion T-Plots for the 3x4 mesh.

First, Figure 4(a) shows the PDF of the global congestion, with the routing algorithm being either DOR or O1TURN [32]. The graph shows that O1Turn does a much better job than DOR in load-balancing the load across different links, and thus has less chances of reaching high link loads (for instance, the area under the PDF to the right of 1.4 is much smaller in O1Turn). Additionally, both graphs are well fitted to Gaussians. Note that here, contrarily to all other places, we fitted the Gaussian distribution without using a-priori models, as we don’t have an analytical model for the mean and variance of the global congestion. In addition, note that the maximum of many i.i.d. Gaussian random variables does not behave as a Gaussian random variable (it follows a Gumbel distribution [33]), and thus one must be careful with the conclusions taken from this plot.

Figure 4(b) shows the CDF of the global congestion in the same network, using DOR routing. The independent-Gaussian model and the upper bound are presented in Section 6. We can see that the independent-Gaussian model assuming independent edge congestions with Gaussian distributions is rather close to the exact results. The upper bound, however, is rather loose, which is explained by the fact that it is based on the two most loaded edges in the network, while our network contains many other highly-loaded edges, which may raise the global congestion. Other simulations (not shown here) show that this upper bound is stricter in networks in which there exist only very few highly-loaded edges.

Figure 4(b) can be used to determine the required capacity overprovisioning: for instance, the CDF for a global congestion of 1 is 0.053. Therefore, without overprovisioning, only 5.3% of the traffic matrices in the T-Set would be fully served. Since the CDF for a global congestion of 1.2 is 0.604, an overprovisioning of 20% would guarantee that 60.4% of the traffic matrices would be fully served.

9.3 Capacity allocation algorithms

Until now, all of our T-Plots were realized without doing any optimization, by simply measuring the distribution of the link load. We will now show that our statistical approach using T-Plots can do more than just measure: it can also help optimize.

Figure 4(c) illustrates the performance of different capacity allocation (CA) algorithms on the 3x4 mesh network.
with 34 edges (presented in Figure 1). For each total capacity, it shows the fraction of matrices that would be served under a given CA algorithm. It compares three CA algorithms: the homogeneous CA assumed above, the simple CA based on means and variances suggested in Section 8, and an optimized CA explained below.

For instance, assume that the average capacity per edge is 1.2, i.e. the total capacity is $1.2 \cdot 34 = 40.8$. The homogeneous CA algorithm would allocate a capacity of exactly 1.2 to each edge. It would only be able to service 60.4\% of the matrices (as seen above as well with Figure 4(b)).

On the contrary, our simple CA scheme suggested in Section 8 would distribute the total capacity differently among the edges, according to their congestion average and variance. With this total capacity of 40.8, it would be able to service 96.4\% of the matrices, hence improving noticeably on the homogeneous scheme.

Finally, to examine the quality of our simple capacity allocation scheme, we compare it to an optimized CA, which was obtained after extensive brute-force simulations. Using this optimized CA, we can service 99.2\% of the matrices, hence slightly improving on our simple suggested CA. In fact, the plot suggests that out simple suggested heuristic CA is not too far from optimum.

Note that to obtain this optimized CA, we ran 10,000 iterations for each total capacity value. At each iteration, a new CA is taken at the neighborhood of the old one using a Gaussian ball-walk algorithm, and is only accepted if it fares better [31]. The optimization was done using 200,000 sample matrices from $\mathcal{A}$, and the results were computed on 200,000 different matrices. We also checked that starting from different points yields the same end result.

9.4 Capacity allocation and throughput guarantee

We will now exemplify how our statistical approach enables a drastic capacity saving with only negligible deterioration in performance.

Figure 4. Global congestion T-Plots for the 3x4 mesh

Figure 5 compares the total capacities needed by the optimized CA algorithm with 5 different performance targets, in the $3 \times 4$ mesh. The first bar represents a worst-case approach, in which each edge is allocated a capacity according to the worst-case flow on this edge, thus guaranteeing that 100\% of traffic matrices will be fully served. It is loosely based on the worst-case approach adopted in [3, 21, 22]. On the contrary, the other bars represent the statistical approach, with increasingly loose levels of statistical-based capacity allocation schemes. Their values can be retrieved from Figure 4(c). For instance, for $G = 99.9\%$, the amount of provisioning needed is $CDF^{-1}(0.999) = 43.8$.

Figure 5 shows that switching from a worst-case to a statistical CA approach may save up to 37\% of the total required capacity in this network, for a capacity guarantee at a 90\% level. Likewise, planning for a very stringent 99.99\% cutoff decreases the amount of total capacity used by 21\%. As an aside, note that we didn’t even compare with the naive homogeneous worst-case approach – such a comparison would have yielded even greater savings!
9.5 Delay distribution

Our objective is to obtain some intuition on the different distributions of the expected flow delays using different CA algorithms. In order to do so, we model the delay at each edge with the simple M/M/1 model, using an arrival rate equal to the edge flow and a service rate equal to the edge capacity. (Of course, this is just a toy model: the deterministic nature of the services would probably decrease the average delays, and the wormhole scheduling [20] would increase them.) The average delay of a flow is the sum of its average edge delays. Finally, for each given traffic matrix, we compute the average flow delay across all flows. Note that a saturated edge results in an infinite edge delay, and therefore an infinite average flow delay.

Figure 6 compares the distributions of the average flow delays for both the homogeneous CA and our simple suggested CA, for the $3 \times 4$ mesh with average edge capacity

1.2. As expected, our CA scheme has significantly less traffic matrices with infinite average flow delay; in addition, on the remaining matrices, the average flow delay also tends to be lower. Thus, this plot confirms that our simple CA tends to significantly outperform the homogeneous CA.

9.6 NUCA network

Finally, we considered a different CMP architecture model based on a NUCA (non-uniform cache architecture) network. As shown in Figure 7(a) (based on [34] with sharing degree 4), the network contains 4 sub-networks, each with 4 processor cores and 16 caches, hence with a total number of 80 nodes and 224 edges. Each core may only send (receive) traffic to (from) caches in its sub-network, and each cache may only send (receive) traffic to cores in its sub-network, with a maximum node transmission (reception) rate of 1.

Figure 7(b) compares the different CA schemes on this NUCA network (simulated using 100,000 samples). For example, with a total capacity of 50, using our suggested CA dramatically increases the probability that the NUCA network is not saturated from less than $1\%$ to $98\%$. Again, it is very close to the optimized envelope.

Likewise, Figure 7(c) shows that the total capacity required to fully serve $99.99\%$ of the matrices is lower than the total capacity in the worst-case approach by $24\%$, and in the $90\%$ cutoff case by $48\%$. Thus, this confirms the intuition that as networks grow in size, the gains in the statistical approach tend to grow as well - intuitively confirming Theorem 4 as well.

10 Conclusion

In this paper, we introduced the T-Plots, which can provide a common foundation to quantify, design, optimize
and compare NoCs architectures and routing algorithms. We showed that an accurate computation of T-Plots is #P-complete, but that they can sometimes be modeled as Gaussian, providing a full link load distribution model using only two variables. Further, we provided bounds that can be the basis of strict throughput performance guarantees. We finally showed how T-Plots can be used to develop a simple, yet efficient, capacity allocation scheme. We believe and hope that this work will contribute to lay the ground to a common basis in future NoC design research.
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