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ABSTRACT 

We propose an efficient method for reconstructing a full- 
color image from its partially sampled version. The sug- 
gested algorithm is based on the properties of the human vi- 
sual system. We tested our algorithm on several problematic 
images and found it to be often superior than many state-of- 
the-art algorithms, without consuming high computational 
power. 

1. INTRODUCTION 

The problem ofdemosaicing is that of reconstructing a multi- 
color image from a single array image, which is a subsam- 
pled version of the original image. The most popular single 
array pattern is the Bayer Color Filter Array (CFA), which is 
shown in Figure I ,  and will he the pattern considered here. 
In this pattern, 50% of the pixels are green, 25% are red, 

Fig. 1. The Bayer array pattern. 

and 25% are blue. 

for the demosaicing problem see, e.g. [ I ] ,  (21, [31, [41, 
[5 ]  to mention a few. The algorithms can be broadly divided 
into three categories. In the first category, standard inter- 
polation techniques, such as nearest neighbor, bilinear, or 
cubic interpolation are usedto interpolate the missing pix- 
els. Such methods are computationally efficient, but result 
in severe color artifacts. The algorithms belonging to this 

Many algorithms have been proposed over the last decade 
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category completely ignore the color attributes of the im- 
age in the interpolation process, explaining their degraded 
visual quality. 

The second category of algorithms takes into account 
the cross-correlation among the three color channels. Com- 
mon use of this correlation is to assume that the hue changes 
smoothly between neighboring pixels, and therefore inter- 
polation is performed on the color ratios instead of on the 
channels themselves. Examples of algorithms belonging 
to this category are [4], [ I ] .  These algorithms lead to 
higher quality images than the algorithms in the first cat- 
egory, demonstrating that combining knowledge of the hu- 
man visual system can improve the quality of the recon- 
structed image. Nevertheless, most of the above mentioned 
algorithms still yield poor results in certain problematic re- 
gions of the image. Those which succeed in preventing 
some of the color artifacts, do so in a very complex way. 
for example solving partial differential equations [ I ] .  

In the third category of algorithms we include all the al- 
gorithms whose visual results are considered the best. Com- 
mon to all of them is that they start with an initial estimation 
of the original image (such as bilinear interpolation), after 
which a correction procedure is applied. This procedure 
is intended to eliminate most of the color artifacts caused 
hy the initial interpolation scheme. Examples of such al- 
gorithms are [Z], [3], [6 ] .  These algorithms are usually 
computational demanding, and still do not overcome all of 
the visual artifacts. 

What is lacking, therefore, is a demosaicing method, 
which is not too complex (both conceptually and computa- 
tionally), but at the same time can reduce most of the com- 
mon problems arising from the subsampling of the color 
channels. In this paper we present an algorithm which takes 
into account the properties of color images, and is also com- 
putationally efficient. It starts with an initial estimation of 
the color image, and then applies a correction method to 
deal with the visual artifacts. The main difference, how- 
ever, in comparison with existing algorithms is that the ini- 
tial interpolation of the color is much better than the exist- 
ing methods and gives rise to much less artifacts. In order 
to enhance the visual quality of the resulting image, a novel 
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approach for handling specific kinds of visual artifacts, in- 
troduced by the initial estimation, is also considered. As a 
consequence, the visual quality of the final image outper- 
forms that of the state-of-art algorithms, without substan- 
tially increasing the computational complexity. 

In Section 2 we discuss the main idea of our algorithm, 
while in Section 3 we describe it in detail. Finally, we com- 
pare our algorithm with other algorithms, using benchmark 
images in Section 4. 

2. THE MAIN IDEA OF THE ALGORITHM 

As noted in the introduction, the demosaicing prohlem can 
he regarded as an interpolation problem. It is obvious, that 
if the consumer of the image is a person, then a subjectively 
good solution should rely on the interaction between color 
and the human visual system. The structure of the algo- 
rithm we propose consists of two main stages: an adaptive 
initial interpolation of the color image from the partially 
sampled one, followed by a method which corrects the vi- 
sual artifacts that remain in the image. The initial estima- 
tion procedure first interpolates the green channel by using 
a classification of the missing pixels into regions. The clas- 
sification allows us to apply different interpolation schemes 
according to the nature of the neighborhood of each miss- 
ing pixels. In particular, i t  allows us to locate the highly 
problematic regions in the image, caused by aliasing of the 
green channel itself. These regions are further classified 
into horizontal and vertical regions, creating two versions 
of the green channel. An horizontal version in which all the 
aliased regions are interpolated in the horizontal direction, 
and a vertical version, which has the corresponding regions 
in the vertical direction. I t  turns out that such a separation 
between horizontal and vertical direction is a key to elimi- 
nating most of the color artifacts in an efficient way, as the 
positions of these regions are saved and their right direction 
is determined in the correction stage. It is also worth not- 
ing that adaptation schemes were suggested in [ 5 ] ,  using a 
template matching technique, and a horizontal and vertical 
gradient method was previously proposed in [7 ] .  We will 
further develop these techniques to achieve higher quality 
images. 

After the green channel is interpolated, the red and blue 
channels are interpolated exploiting the inter-channel cor- 
relation, that is using the estimate of the green channcl to 
determine the values of the red and blue pixels. Since we 
have two green estimates, horizontal and vertical. we must 
interpolate the red and blue channel twice, once for each di- 
rection. A similar idea to that in [4] is used to interpolate 
the red and blue channels on the hasis of the green chan- 
nel. The resulting two color images are passed through the 
correction stage, in which color artifacts are reduced. The 
goal of this step is to determine the right direction of pix- 

els for which we could not deduce any information from 
their neighborhood due to the aliasing effect. Recall that 
we know the exact location of these pixels, thanks to the 
classification we performed in the green estimation stage. 
The main key for detecting color artifacts relies on the rel- 
ative smoothness of the chrominance component of each 
region, and therefore requires a transformation to the YIQ 
space. Assuming slow varying chrominance changes, each 
problematic region (which was originally classified in the 
green estimation stage) is determined to he either horizon- 
tal or vertical, depending on its relative smoothness in  the 
chrominance (I and Q) components. The resulting color im- 
age has a smooth chrominance components, which is in ac- 
cordance with the low sensitivity of the human eye to rapid 
color changes. Note that separating luminance and chromi- 
nance has already been suggested in several algorithms, hut 
as mentioned in the introduction, this separation typically 
relies on a poor estimate of the original color image. In 
[2], for example, the I and Q components are low-passed 
filtered, while most of the computational resource is spent 
on the estimation of the Y component. Such a method is 
justified by the assumption that the eye is more sensitive to 
high frequencies in the luminance than in the chrominance. 

Our correction technique relies on the I and Q com- 
ponents, and succeeds in correcting most of the color er- 
rors. The success depends on our ability to estimate the 
red, green and blue channels before the transformation to 
the YIQ space is performed. A YIQ image, whose corre- 
sponding RGB image is poorly estimated, will not yield the 
desired results, as can he seen in many state-of-the-art al- 
gorithms. The YIQ space is just an error correction stage, 
not the main estimation stage, as will soon become clear. In 
fact, we use the YIQ space to correct very specific kinds of 
color artifacts, caused by aliasing in the green channel itself. 

3. ALGORITHM DESCRIPTION 

A hlock diagram of our algorithm is shown in Figure 2. 
This section provides an overview of each of the boxes in 
the synopsis. The following are the basic steps of the algo- 
rithm: 

3.1. Green Estimation 

The input to this stage is the suhsampled vcrsion of the 
green channel. In order to "fil l  in" the missing pixels. an 
adaptive interpolation scheme is performed on the input. 
Adaptation is achieved by classifying the regions to which 
each missing pixel belongs to, where with each class, we 
associate a different interpolation method. In our develop- 
ment, we consider only three possible classes, which are 
schematically depicted in Figure 3. The classification cri- 
terion is the degree of smoothness of the missing pixel's 
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neither smooth nor “less smooth” as a special class. For 
reasons of simplicity, we consider only horizontal and ver- 
tical frequencies that were aliased. Practically, this means 
that pixels in class C will either he an average of their left 
and right neighbors, or the average of their upper and lower 
ones. Since no useful information exists at this stage as to 
the real orientation of the pixels in class C, we postpone 
their interpolation to a later stage. In the meantime, we al- 
low the pixels of this class to take on two values. One value 
corresponds to the average of the horizontal neighbors of 
the missing pixel, while the other one to the average of the 
vertical ones. As a consequence, we end up with two ver- 
sions of the reconstructed green. One, called the horizontal 
image, has all its aliased regions interpolated in the horizon- 
tal direction. The second image, the vertical one, has them 
all vertically interpolated. The pixels belonging to the other 
two classes remain the same in both images. 

3.2. Red and Blue Estimation 

.! . 
. ’ 
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Fig. 2. A block diagram of the algorithm 

neighborhood. 

The input to this stage are the two green channel images 
from last stage, and two subsampled versions of the red and 
blue components. Using the cross correlation among the 
channels, the differences between the red and green are in- 
terpolated, after which they are added to the partially sam- 
pled red channel to yield its estimate. A similar procedure - 
i s  carried out for the blue channel. The whole process is 
performed twice for each channel, resulting in two color 
images, where one image has all its aliased regions inter- 
polated horizontality, while the other has them all in the 
vertical direction. 

Class B Class C 
. .  

Class A 

Fig. 3. The three classes used in the classification process. 

A “smooth neighborhwd of a missing pixel results in 
averaging the values of its neighbors. Pixels with “smooth” 
neighborhood are said to be class A pixels. 

In a “less smooth” neighborhood the missing pixel is 
interpolated using a larger neighborhood. The enlarged en- 
vironment consists of the neighbors of the missing pixel in 
addition to pixels from the other two channels, which are 
spatially close to it. Note that it is here, where we exploit 
the inter-channel correlation for the first time. Pixels whose 
neighborhood is “less smooth” constitute class B. 

Class C is characterized by the property, that neither the 
neighbring pixels, nor t k s e  of the other channels, can help 
in estimating the value of the desired pixel. Such a situation 
is the result of the aliasing created in the subsampling of the 
green channel itself. Needless to say, that an even more de- 
structive aliasing occurs in the red and blue channels. We 
are therefore led to a situation, where the inter-channel cor- 
relation can no longer he exploited in the interpolation pro- 
cess. This is why we treat pixels whose neighborhood is 

3.3. YIQ transformation 

We now use the YIQ transformation to combine the two 
color images from the previous stage. It is obvious that only 
aliased regions constitute a problem. since the aliased-free 
regions are already determined. Since the location of the 
aliased regions is known from the first stage, all that is left 
is to select for each region, which interpolation scheme, i.e 
horizontal or vertical averaging, result in asmootherchromi- 
nance component. Testing the chrominance smoothness is 
easily accomplished in the YIQ space, due to the separa- 
tion hetween luminance and chrominance. as opposed to the 
RGB space. Considering an aliased region in the I compo- 
nent, we compare the relative smoothness of its horizontal 
and vertical versions, and finally select the smoother one. 
By selecting, we mean replacing the corresponding triplet 
of Y, I and Q components (horizontal or vertical) in the final 
output. Thus, the final image is a combination of the two 
input images. In the aliasing-free regions any of this images 
gives a good visual result, while in the aliased ones the re- 
gion whose corresponding I component is smoother relative 
to its environment is selected. The reason for comparing 
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4. EXAMPLES 

To evaluate our algorithm, we tested it on several bench- 
mark images and compared it  to state-of-the-art algorithms. 
Here, we compare our result with one of the state-of-the-art 
algorithms [ I ]  on the Lighthouse image, which is consid- 
ered to be a highly difficult image to demosaic I. 

~ i ~ .  5 ,  (a) An interpo~ation using color grad,ents methods 
(third category) (b) Our interpolation 
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