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Abstract—In this paper, we propose a new algorithm for single-sensor audio source separation of speech and music signals, which is based on generalized autoregressive conditional heteroscedasticity (GARCH) modeling of the speech signals and Gaussian mixture modeling (GMM) of the music signals. The separation of the speech from the music signal is obtained by a simultaneous classification and estimation approach, which enables one to control the tradeoff between residual interference and signal distortion. Experimental results on mixtures of speech and piano music signals have yielded an improved source separation performance compared to using Gaussian mixture models for both signals. The tradeoff between signal distortion and residual interference is controlled by adjusting some cost parameters, which are shown to determine the missed and false detection rates in the proposed classification and estimation approach.

Index Terms—Detection and estimation, generalized autoregressive conditional heteroscedasticity (GARCH), Source separation.

I. INTRODUCTION

Separation of mixed audio signals received by a single microphone has been a challenging problem for many years. Examples of applications include separation of speakers [1], [2], separation of different musical sources (e.g., different musical instruments) [1], [3], [4], separation of speech or singing voice from background music [5]–[8], and signal enhancement in nonstationary noise environments [9]–[13]. In case the signals are received by multiple microphones, spatial filtering may be employed as well as mutual information between the received signals, e.g., see [14] and references therein. However, for the underdetermined case of several sources which are recorded by a single microphone, some a priori information is necessary to enable reasonable separation performance. Existing algorithms for single-sensor audio source separation generally deal with two main problems. The first is to obtain appropriate statistical models for the mixed signals, i.e., codebook, and the second problem is the design of a separation algorithm.

In [12] and [13], speech and nonstationary noise signals are assumed to evolve as mixtures of autoregressive (AR) processes in the time domain. The a priori statistical information (codebook), which in this case includes the sets of AR prediction coefficients, is obtained by using a training phase. In [3], [4], and [6], the acoustic signals are modeled by Gaussian mixture models (GMMs), and in [9] and [10], the acoustic signals are modeled by hidden Markov models (HMMs) with AR subsources. The trained codebooks provide statistical information about the distinct signals, which enables source separation from signal mixtures. The desired signal may be reconstructed based on the assumed model by minimizing the mean-square error (mse) [4], [6], [10] or by a maximum a posteriori (MAP) approach [9]. However, in case of several sources received by a single sensor, separation performances are far from being perfect. False assignment of interfering component to the desired signal may cause an annoying residual interference, while falsely attenuating components of the desired signal may result in signal distortion and perceptual degradation.

GMM and AR-based codebooks are generally insufficient for source separation of statistically rich signals such as speech signals since they only allow a finite set of probability density functions (pdf’s) [8], [15]. Recently, generalized autoregressive conditional heteroscedasticity (GARCH) models have been proposed for modeling speech signals for speech enhancement [16]–[19], speech recognition [20], and voice activity detection [21] applications. The GARCH model takes into account the correlation between successive spectral variances and specifies a time-varying conditional variance (volatility) as a function of past spectral variances and squared-absolute values. As a result, the spectral variances may smoothly change along time and the pdf is much less restricted [22]–[24].

In this paper, we propose a novel approach for single-sensor audio source separation of speech and music signals. We consider both problems of codebook design and the ability to control the tradeoff between the residual interference and the distortion of the desired signal. Accordingly, the proposed approach includes a new codebook for speech signals, as well as a new separation algorithm which relies on a simultaneous classification and estimation method. The codebook is based on GARCH modeling of speech signals and Gaussian mixture modeling of music signals. We apply the models to distinctive frequency sub-bands, and define a specific state for the case that the signal is absent in the observed subband. The proposed separation algorithm relies on integrating a classifier and an estimator while reconstructing each signal. The classifier attempts at classifying
the observed signal into the appropriate hypotheses of each of the signals, and the estimator output is based on the classification. Two methods are proposed for classification and estimation. One is based on simultaneous operations of classification and estimation while minimizing a combined Bayes risk. The second method employs a given (nonoptimal) classifier, and applies an estimator which is optimally designed to yield a controlled level of residual interference and signal distortion. The GARCH model for the speech signal enables smooth covariance matrices with possible state switching. Experimental results demonstrate that for mixtures of speech and piano signals it is more advantageous to model the speech signal by GARCH than GMM, and the codebook generated by the GARCH model yields significantly improved separation performance. In addition, the classification and estimation approach, together with the signal absence state, enables the user to control the tradeoff between distortion of the desired signal caused by missed detection, and amount of residual interference resulting from false detection.

This paper is organized as follows. In Section II, we briefly review codebook-based methods for single-channel audio source separation. We formulate the simultaneous classification and estimation problem for mixtures of signals and derive an optimal solution for the classifier and the combined estimator. Furthermore, we show that a constrained optimization with a given classifier yields the same estimator. In Section III, we define the GARCH codebook which is considered for speech signals and review the recursive conditional variance estimation. In Section IV, we describe the implementation of the proposed algorithm, and in Section V we provide some experimental results for audio separation of speech and music signals.

II. CODEBOOK-BASED SEPARATION

Separation of a mixture of signals observed via a single sensor is an ill-posed problem. Some a priori information about the mixed signals is generally necessary to enable reasonable reconstructions. Benaroya et al. [3]–[5] proposed a GMM for the signal’s codebook in the short-time Fourier transform (STFT) domain, and in [9], [10], [12], and [13], mixtures of AR models are considered in the time domain. In each case, a set of clean similar signals is used to train the codebooks prior to the separation step. Although the AR processes are defined in the time domain, for process of length $N$ with prediction coefficients $[1, a_1, \ldots, a_p]$ and innovation variance $\sigma^2$, the covariance matrix is $\sigma^2 (A^T A)^{-1}$, where $A$ is an $N \times N$ lower triangular Toeplitz matrix with $[1 \ a_1 \ \cdots \ a_p \ 0 \ \cdots \ 0]^T$ as the first column. If the frame length $N$ tends to infinity, the covariance matrix becomes circular and hence diagonalized by the Fourier transform [10], [13]. Accordingly, each set of AR coefficients, together with the excitation variance, corresponds to a specific covariance matrix in the STFT domain similarly to the GMM. Therefore, under any of these models, each framed signal is considered as generated from some specific distribution, which is related to the codebook with some probability, and separation is applied on a frame-by-frame basis.

We now start with brief introduction of existing codebooks and separation algorithms. Let $s_1, s_2 \in \mathbb{C}^N$ denote the vectors of the STFT expansion coefficients of signals $s_1(n)$ and $s_2(n)$, respectively, for some specific frame index. Let $q_1$ and $q_2$ denote the active states of the codebooks corresponding to signals $s_1$ and $s_2$, respectively, with known a priori probabilities $p_1(i) \triangleq p(q_1 = i), i = 1, \ldots, m_1$ and $p_2(j) \triangleq p(q_2 = j), j = 1, \ldots, m_2$. and $\sum_{i} p_1(i) = \sum_{j} p_2(j) = 1$. Given that $q_1 = i$ and $q_2 = j$, $s_1$ and $s_2$ are assumed conditionally zero-mean proper complex-valued Gaussian random vectors (see, e.g., [25], [26, p. 89]) with known diagonal covariance matrices, i.e., $s_1 \sim \mathcal{CN}(0, \Sigma_1^{(i)})$ and $s_2 \sim \mathcal{CN}(0, \Sigma_2^{(j)})$.

Based on a given codebook, it is proposed in [4] and [13] to first find the active pair of states $\{i,j\} = \{q_1 = i, q_2 = j\}$ using a MAP criterion

$$\hat{i}, \hat{j} = \arg\max_{i,j} p(x|i,j)p(i,j)$$

where $x = s_1 + s_2, p(\cdot|i,j) = p(\cdot|q_1 = i, q_2 = j)$, and for statistically independent signals $p(i,j) = p_1(i)p_2(j)$. Subsequently, conditioned on these states (i.e., classification), the desired signal may be reconstructed in the minimum mean squared error (mmse) sense by

$$\hat{s}_1 = E[s_1|x, \hat{i}, \hat{j}] = \Sigma_{1}^{(i)} (\Sigma_{1}^{(i)} + \Sigma_{2}^{(j)})^{-1} x$$

$$\triangleq W_{ij} x$$

and similarly

$$\hat{s}_2 = W_{ji} x.$$ Alternatively [4], [6], [10], the desired signal may be reconstructed in the mmse sense directly from the mixed signal

$$\hat{s}_1 = E[s_1|x] = \sum_{i,j} p(i,j|x) W_{ij} x.$$  

Note that in case of additional uncorrelated stationary noise in the mixed signal, i.e., $x = s_1 + s_2 + d$ with $d \sim \mathcal{CN}(0, \Sigma)$, the covariance matrix of the noise signal is added to the covariance matrix of the interfering signal, and then the signal estimators remain in the same forms. Furthermore, without loss of generality, we may restrict ourselves to the problem of restoring the signal $s_1$ from the observed signal $x$.

In the following subsections, we introduce two related methods for separation. In Section II-A, we formulate the problem of source separation as a simultaneous classification and estimation problem in the sense of statistical decision theory. A classifier is aimed at finding the appropriate states within the codebooks, and the estimator tries to estimate the desired signal based on the given classification. Coupled classifier and estimator jointly minimize a combined Bayes risk, which penalizes for both classification and estimation errors. Relying on the fact that audio signals are generally sparse in the STFT domain, we define additional specific states for the codebook which represent signal absence, and consider false detection of the desired signal and missed detection. The false detection results in under-attenuation of the interfering signal. On the other hand, missed detection of the desired signal may result in removal of desired components and excessive distortion
of the separated signals. To allow the user a control over the residual interference and the signal distortion, we introduce cost parameters which are related to missed detection and false detection of the desired signal.

In Section II-B, we introduce a slightly different formulation of optimal estimation under a given classifier. An independent (given) classifier may be applied, for example, by using the MAP classifier (1). Based on this classification, the signal estimation is derived by solving a constrained optimization with respect to the level of residual interference and signal distortion. We denote this approach as sequential classification and estimation. We show that in case of degenerated simultaneous classification and estimation formulation, closely related solutions can be derived under both approaches.

A. Simultaneous Classification and Estimation

Simultaneous detection and estimation formulation was first proposed by Middleton et al. [27], [28]. This scheme assumes coupled operations of detection and estimation which jointly minimize a combined Bayes risk. Recently, a similar approach has been proposed for speech enhancement in nonstationary noise environments [29]. It was shown that applying simultaneous operations of speech detection and estimation in the STFT domain improves the enhanced signal compared to using an estimation only approach. Furthermore, the contribution of the detector is more significant when the interfering signal is highly nonstationary. In this subsection, we develop a simultaneous classification and estimation approach for a codebook-based single-channel audio source separation. By introducing cost parameters for classification errors, the tradeoff between residual interference and signal distortion may be controlled.

Let \( \eta \) denote a classifier for the mixed signal, where \( \eta_{ij} \) indicates that the mixed signal \( x \) is classified to be associated with the pair of states \( \{i, j\} \). Let

\[
C_{ij}^{\eta}(\tilde{s}, \tilde{s}) \triangleq b_{ij}^{\eta}||\tilde{s} - \tilde{s}||_2^2
\]

(4)
denote the combined cost of classification and estimation, where we use a squared-error distortion, and \( b_{ij}^{\eta} \geq 0 \) are parameters which impose a penalty for making a decision that \( \{i, j\} \) is the active pair while actually \( s_1 \) was generated with covariance matrix \( \Sigma_{i}^{(s)} \) and \( s_2 \) with covariance matrix \( \Sigma_{j}^{(s)} \) (i.e., \( q_1 = \tilde{i} \) and \( q_2 = \tilde{j} \)). The combined risk of classification and estimation is then given by

\[
R = \sum_{i,j} \sum_{i,j} \int \int C_{ij}^{\eta}(\tilde{s}_1, \tilde{s}_1)p(x | s_1, \tilde{i}, \tilde{j})
\times p(s_1 | \tilde{i}, \tilde{j})p(\eta_{ij} | x)ds_1d\tilde{x}.
\]

(5)
The simultaneous classification and estimation is aimed at finding the optimal estimator and classifier which jointly minimize the combined risk

\[
\min_{\eta_{ij}, s_1} \{R\}.
\]

(6)

To derive a solution to (6), we first note that the signal \( s_1 \) is independent of the value of \( q_2 \), hence \( p(s_1 | \tilde{i}, \tilde{j}) = p(s_1 | \tilde{i}) \).
Similarly, \( x \) given \( s_1 \) is independent of the value of \( q_1 \). Accordingly, \( r_{ij}^{\eta}(x, \tilde{s}_1) \) which is defined by

\[
r_{ij}^{\eta}(x, \tilde{s}_1) = \int C_{ij}^{\eta}(\tilde{s}_1, \tilde{s}_1)p(x | s_1, \tilde{i}, \tilde{j})p(s_1 | \tilde{i})ds_1
\]

(7)
denotes the average risk related to a decision \( \eta_{ij} \) when the true pair is \( \{\tilde{i}, \tilde{j}\} \). The combined risk (5) can be written as

\[
R = \sum_{i,j} \int p(\eta_{ij} | x) \sum_{i,j} p(\tilde{i}, \tilde{j}) r_{ij}^{\eta}(x, \tilde{s}_1)dx.
\]

(8)
The classifier’s decision for a given observation is nonrandom. Therefore, given the observed signal \( x \), the optimal estimator under a decision \( \eta_{ij} \) made by the classifier [i.e., \( p(\eta_{ij} | x) = 1 \)], for a particular pair \( \{i, j\} \), is obtained by

\[
\tilde{s}_{1,ij} = \arg \min_{\tilde{s}_1} \sum_{i,j} p(\tilde{i}, \tilde{j}) r_{ij}^{\eta}(x, \tilde{s}_1).
\]

(9)

Substituting (7) into (9) and setting the derivative to be equal to zero, we obtain the optimal estimate under \( \eta_{ij} \)

\[
\tilde{s}_{1,ij} = \frac{\sum_{i,j} b_{ij}^{\eta} p(x | \tilde{i}, \tilde{j})W_{ij}^{\eta}}{\sum_{i,j} b_{ij}^{\eta} p(x | \tilde{i}, \tilde{j})W_{ij}^{\eta}} \overset{!}{=} G_{ij}x.
\]

(10)
The derivation of (10) is given in Appendix A. Note that in case the parameters \( b_{ij}^{\eta} \) are all equal, then the estimator (10) reduces to the minimum mean squared error estimator (3) and the estimation does not depend on the classification rule.

The average risk \( r_{ij}^{\eta}(x, \tilde{s}_1) \) is a function of the observed mixed signal and the optimal estimate under \( \eta_{ij} \). Let \( \mathbf{1} \) denote a column vector of ones. Then, by substituting (10) into (7), we obtain (see Appendix B)

\[
r_{ij}^{\eta}(x, \tilde{s}_1) = b_{ij}^{\eta}p(x | \tilde{i}, \tilde{j})
\times \left[ x^H W_{ij}^{\eta} - 2W_{ij}^{\eta}G_{ij}x + 1^TB_{ij}^{(s)}W_{ij}^{\eta} \mathbf{1}\right].
\]

(11)

From (6) and (8), the optimal classification rule \( \eta_{ij}(x) \) is obtained by minimizing the weighted average risks over all pairs of states

\[
\min_{\eta_{ij}} \sum_{i,j} p(\tilde{i}, \tilde{j}) r_{ij}^{\eta}(x, \tilde{s}_1).
\]

(12)

If we consider the degenerated case of equal parameters \( b_{ij}^{\eta} \), then the averaged risk \( r_{ij}^{\eta}(x, \tilde{s}_1) \) does not depend on \( i,j \), and therefore there is no specific pair which minimizes (12). However, as already mentioned above, in this case there is no need for a classification since the estimator does not depend on the decision rule.

To summarize, minimizing the combined Bayes risk is obtained by first evaluating the optimal gain matrix \( G_{ij} \) under
each pair \( \{i, j\} \) using (10), and subsequently the optimal classifier chooses the appropriate pair (and the appropriate gain matrix) using (11) and (12). The combined solution guarantees minimum combined Bayes risk [28].

The selection of the parameters \( b_{ij}^2 \) is application dependent, since these parameters determine the penalty for choosing each set of states compared to all other sets. Recall we would like to define specific states for signal absence, we consider from now on that the signal states are \( q_1 \in \{0, 1, \ldots, m_1\} \) and \( q_2 \in \{0, 1, \ldots, m_2\} \) where \( q_1 = 0 \) and \( q_2 = 0 \) are the signal absence states. Accordingly, we define separable parameters \( b_{ij}^1 = b_{i}^1 b_{j}^1 \), where \( b_{i}^1 \) with \( i \neq 0 \) is related to the cost of false detection and \( b_{0}^1 \) with \( i \neq 0 \) is related to the cost of missed detection of the desired signal. Specifically, we define

\[
b_{ij}^2 = \begin{cases} b_{ij}^1 & i = 0, \overline{j} = 0 \\ b_{i}^1 & i \neq 0, \overline{j} = 0 \\ 1 & \text{otherwise}
\end{cases}
\]

(13)

with \( b_{ij}^1 > 0 \) and for signal \( s_2 \), \( b_{ij}^2 \) is defined similarly (with parameters \( b_{ij}^1 \) and \( b_{ij}^1 \)). By using this definition, we practically assume equal parameters (i.e., one) for all cases except for missed detection and false detection. As can be seen from (11) and (12), higher \( b_{ij}^1 \) (or \( b_{ij}^1 \)) results in larger average risk which corresponds to this decision, and therefore, lower chances for the optimal detector to take this decision. However, as can be seen from (10), the high-valued parameter raises the contribution of the corresponding state on the system estimate. If a parameter is smaller than one, then the chances of the detector to take this decision are higher, but, as the estimator (10) compensates for wrong decisions, this contribution on the system estimate would be low. Missing to detect the desired signal results, in general, in removal of desired signal components and therefore distorts the desired signal estimate. On the other hand, false detection may result in residual interference. By affecting both the decision rule and the corresponding estimation, these parameters help to control the tradeoff between residual interference when the desired signal is absent (resulting from false detection) and the distortion of the desired signal caused by missed detection.

The computational complexity of the simultaneous classification and estimation approach is higher than that associated with the sequential MAP classification and mmse estimation (1)–(2), or the mmse estimator (3). However, the estimator (10) is optimal, not only when combined with the optimal classifier (12), but also when combined with any given classifier [28]. Therefore, this estimator may be combined with a suboptimal classifier [e.g., the MAP classifier given by (1)] to reduce the computational requirements, while still using parameters which compensate for false classification. In the following subsection, we discuss this option of employing a nonideal classifier and show that the same estimator (10) can be obtained by solving a constrained optimization problem. In this problem formulation, it is shown that the cost parameters may also have the interpretation of Lagrange multipliers.

\[ x = s_1 + s_2 \]

**Fig. 1.** Cascade classification and estimation scheme.

\[ \text{scheme as sequential classification and estimation. In order to simplify the derivation, we assume in this subsection only signal absence or presence states } i, j \in \{0, 1\} \text{ (i.e., } m_1 = m_2 = 1 \text{). where } i = 0 \text{ and } i = 1 \text{ represent presence and, respectively, absence of } s_1, \text{ and } j \text{ similarly specifies the state of } s_2. \text{ The classifier is generally not ideal and may suffer from miss and false detections. Therefore, under false decision that the signal is absent when actually the signal is present, we may want to control the distortion level, while under false detection of signal components we wish to control the level of residual interference. Under the two hypotheses, the mean signal distortion is defined by}
\]

\[
\mathcal{E}_{q_1}(x) \triangleq E \left[ \frac{1}{2} \sum_{i,j} \left( s_{1i} - \hat{s}_{1i} \right)^2 | q_1 = 1, x \right]
\]

(14)

and the mean residual interference is defined by

\[
\mathcal{R}_{q_1}(x) \triangleq E \left[ \frac{1}{2} \sum_{i,j} \left( s_{2j} - \hat{s}_{2j} \right)^2 | q_1 = 0, x \right].
\]

(15)

Therefore, for a decision that signal is absent (i.e., \( \eta_{q_1} \)) we have the following problem:

\[
\hat{s}_{1q_1} = \arg \min_{\hat{s}_{1}} p(q_1 = 0 | x) E \left[ \frac{1}{2} \sum_{i,j} \left( s_{1i} - \hat{s}_{1i} \right)^2 | q_1 = 0, x \right]
\]

(16)

while for a signal-presence decision (\( \eta_{q_1} \)) we have

\[
\hat{s}_{1q_1} = \arg \min_{\hat{s}_{1}} p(q_1 = 1 | x) E \left[ \frac{1}{2} \sum_{i,j} \left( s_{1i} - \hat{s}_{1i} \right)^2 | q_1 = 1, x \right]
\]

(17)

where \( \sigma_q^2 \) and \( \sigma_q^2 \) are bounds for the mean distortion and mean residual interference, respectively. The optimal estimator can be obtained by using a method similar to [30] and [31]. Under \( \eta_{q_1} \) the Lagrangian is defined by (e.g., [32])

\[
L_d(\hat{s}_{1q_1}, \mu_d) \triangleq p(q_1 = 0 | x) E \left[ \frac{1}{2} \sum_{i,j} \left( s_{1i} - \hat{s}_{1i} \right)^2 | q_1 = 0, x \right] + \mu_d (2\mathcal{E}_{q_1}(\hat{s}) - \sigma_q^2)
\]

(18)

and

\[
\mu_d (\mathcal{E}_{q_1}(\hat{s}) - \sigma_q^2) = 0 \quad \text{for } \mu_d \geq 0.
\]

(19)

Under \( \eta_{q_1} \), the Lagrangian \( L_d(\hat{s}_{1q_1}, \mu_d) \) is defined similarly using \( \mu_d \) and \( \mathcal{E}_{q_1}(\hat{s}) \). Then, \( \hat{s}_{1q_1} \) (or \( \hat{s}_{1q_1} \)) is a stationary feasible point if it satisfies the gradient equation of the appropriate Lagrangian [i.e., \( L_d(\hat{s}_{1q_1}, \mu_d) \) or \( L_r(\hat{s}_{1q_1}, \mu_r) \)]. From \( \nabla_{\hat{s}_{1q_1}} L_d(\hat{s}_{1q_1}, \mu_d) = 0 \) we have² (20), as shown at the bottom of the next page, where

\[
\hat{f}_{ij}^2 = \begin{cases} \mu_d & \overline{i} = 1, \overline{j} = 0 \\ 1 & \overline{i} \neq 0, \overline{j} = 0
\end{cases}
\]

(21)

²Note that as shown in [30] and [31], there is no closed form solution for the value of the Lagrange multiplier. Instead it is used as a non-negative parameter.
Similarly, under signal-presence decision we have

$$\hat{s}_{1,j} = \frac{\sum_\mu \hat{\mu}_\mu^2 \hat{p}(\hat{s}, j | x)W_{\hat{s}, j}x}{\sum_\mu \hat{\mu}_\mu^2 \hat{p}(\hat{s}, j | x)}$$  \hspace{1cm} (22)$$

with

$$\hat{\mu}_\mu^2 = \begin{cases} \mu_\mu & \hat{s} = 0 \\ \mu_r & \hat{s} = 1 \end{cases}$$  \hspace{1cm} (23)$$

Therefore, in general we can write

$$\hat{s}_{1,ij} = \frac{\sum_\mu \mu_\mu^2 \hat{p}(\hat{s}, j | x)W_{\hat{s}, j}x}{\sum_\mu \mu_\mu^2 \hat{p}(\hat{s}, j | x)}$$  \hspace{1cm} (24)$$

with

$$\mu_\mu^2 = \begin{cases} \mu_d & i = 0, \hat{s} = 1 \\ \mu_r & i = 1, \hat{s} = 0 \\ \text{otherwise} \end{cases}$$  \hspace{1cm} (25)$$

and the estimator (24) is the same as (10) with $b_{ij}^2 = 1$, $b_{1,m} = \mu_d$, and $b_{1,f} = \mu_r$ in (13). Therefore, we can identify the parameters $b_{ij}^2$ as non-negative Lagrange multipliers of a constrained optimization problem. In addition, if $b_{1,m}$ (or $b_{1,f}$) equals zero, then the corresponding Lagrange multiplier also reduces to zero and the constraint in (16) (or (17)) is inapplicable. Therefore, the problem reduces to a standard conditional mixture problem, which results in the estimator (2) which assumes a perfect classifier.

The main difference between the problem formulations in Sections II-A and II-B is that the former defines a classifier and a coupled estimator which are designed to minimize a combined Bayes risk, while the latter assumes a given classifier, and formulates a constrained optimization problem in order to find the optimal estimator for the given classification rule.

III. GMM VERSUS GARCH CODEBOOK

In this section, we introduce a new codebook for mixtures of speech and music signals. GMM was used in [4]–[6] for generating codebooks for speech signals as well as for music signals in the STFT domain, under the assumption of diagonal covariance matrices. The covariance matrices and the a priori state probabilities are estimated by either maximizing the log-likelihood of the trained signal using expectation-maximization algorithm [9], [33], or by using the k-means vector quantization algorithm [9], [34]. Using a finite-state model with predetermined densities as in the case of GMM, mixture of AR models or HMM with AR subsources, the diagonal vector of the covariance matrices can take values only from a specific subspace of $\mathbb{R}^{N}$ spanned by the given codewords. This limitation for the pdf’s may restrict the usage of these models for statistically rich signals such as speech [8].

GARCH is a statistical model which explicitly parameterizes a time-varying conditional variance using past variances and squared absolute values, while considering volatility clustering and excess kurtosis (i.e., heavy-tailed distribution) [22]. Expansion coefficients of speech signals in the STFT domain, are clustered in the sense that successive magnitudes at a fixed frequency bin are highly correlated [24]. GARCH model has been found useful for modeling speech signals in speech enhancement applications [16], [18], [19], speech recognition [20], and voice activity detection [21]. It has been shown [18] that spectral variance estimation resulting from this model is a generalization of the decision-directed estimator [35] with improved tracking of the speech spectral volatility. Therefore, we propose in this paper to use GMM for modeling the music signal (say $s_2$) and GARCH model with several states for the speech signal (say $s_1$).

According to the GMM formalism, $p_2(j)$ is the a priori probability for the active state $q_2 = j$, where conditioning on $q_2 = j$, the vector in the STFT domain $s_2 \sim \mathcal{CN}(0, \Sigma_2)$. For defining the GARCH modeling we first let $s_1(\ell)$ denote the $\ell$th frame of $s_1$ in the STFT domain. We assume that $s_1(\ell)$ is a mixture of GARCH processes of order (1,1). Then, given that $q_1(\ell) = i_\ell$ is the active state at frame $\ell$, $s_1(\ell)$ has a complex-normal pdf with zero mean and a diagonal covariance matrix $\Sigma_{1,i_\ell} = \text{diag} \{ \lambda_{i_\ell} \}$. The conditional variance vector $\lambda_{i_\ell}^{(i_\ell-1)}$ is the vector of variances at frame $\ell$ conditioning on the information up to frame $\ell - 1$. This conditional variance is a linear function of the previous conditional variance and squared absolute value

$$\lambda_{i_\ell-1} = \lambda_{i_\ell-1}^{(i_\ell-1)} + \alpha^{(i_\ell)} s_1(\ell - 1) \otimes s_1^*(\ell - 1)$$

$$\quad + \beta^{(i_\ell)} \left( \lambda_{i_\ell-1}^{(i_\ell-1)} - \lambda_{i_\ell}^{(i_\ell-1)} \right)  \hspace{1cm} (26)$$

$$\hat{s}_{1,ij} = \frac{p(q_1 = 0 | x)E[s | q_1 = 0, x] + \mu_d p(q_1 = 1 | x)E[s | q_1 = 1, x]}{p(q_1 = 0 | x) + \mu_d p(q_1 = 1 | x)}$$

$$= \frac{\sum_\mu \mu_\mu^2 \hat{p}(\hat{s}, j | x)W_{\hat{s}, j}x}{\sum_\mu \mu_\mu^2 \hat{p}(\hat{s}, j | x)}$$

$$= \frac{\mu_d p(q_1 = 1 | x) \sum_\mu \mu_\mu^2 \hat{p}(\hat{s}, j | x)W_{\hat{s}, j}x}{\sum_\mu \mu_\mu^2 \hat{p}(\hat{s}, j | x)}$$

$$= \frac{\sum_\mu \mu_\mu^2 \hat{p}(\hat{s}, j | x)W_{\hat{s}, j}x}{\sum_\mu \mu_\mu^2 \hat{p}(\hat{s}, j | x)}$$

$$= \frac{\sum_\mu \mu_\mu^2 \hat{p}(\hat{s}, j | x)W_{\hat{s}, j}x}{\sum_\mu \mu_\mu^2 \hat{p}(\hat{s}, j | x)}$$

$$= \frac{\sum_\mu \mu_\mu^2 \hat{p}(\hat{s}, j | x)W_{\hat{s}, j}x}{\sum_\mu \mu_\mu^2 \hat{p}(\hat{s}, j | x)}$$

$$= \frac{\sum_\mu \mu_\mu^2 \hat{p}(\hat{s}, j | x)W_{\hat{s}, j}x}{\sum_\mu \mu_\mu^2 \hat{p}(\hat{s}, j | x)}$$
where \(\odot\) denotes a term-by-term vector multiplication, * denotes complex conjugate, and \(\lambda^{(i)}_{\text{min}} > 0\) and \(\alpha^{(i)}, \beta^{(i)} \geq 0\) for \(i = 0, 1, \ldots, m_1\) are sufficient conditions for the positivity of the conditional variance [18, 19]. In addition, \(\alpha^{(i)} + \beta^{(i)} < 1\) for all \(i\) is a sufficient condition for a finite unconditional variance\(^3\). The conditional density resulting from (26) is time varying and depends on all past values (through previous conditional variances) and also on the regime path up to the current time. While \(\lambda^{(i)}_{\text{min}}\) set the lower bounds for the conditional variances in each state, the parameters \(\alpha^{(i)}\) and \(\beta^{(i)}\) set the volatility level and the autoregression behavior of the conditional variances. Note that this model is a degenerated case of the Markov-switching GARCH (MS-GARCH) model [18], [37], [38]. In the MS-GARCH model, the sequence of states is a first-order Markov chain with state transition probabilities \(p(q_1(\ell)) = i_1\), \(p(q_1(\ell - 1)) = i_{\ell - 1}\). However, to reduce the model complexity and to allow a simpler online estimation procedure under the presence of a highly nonstationary interfering signal, we assume here that the state transition probabilities equal the a priori state probabilities, i.e., \(p(q_1(\ell)) = i_1\), \(p(q_1(\ell - 1)) = i_{\ell - 1}\), similarly to the assumption used in [4] for the GMM approach.

It can be seen from (26) that the vector of conditional variances \(\lambda^{(i)}_{\ell-1}\) may take any values in \(\mathbb{R}^N_+\) with lower bound \(\lambda^{(i)}_{\min}\) for each entry. However, even if the active state is known, the covariance matrix \(\Sigma^{(i)}_{\ell-1}\) (or the vector of conditional variances \(\lambda^{(i)}_{\ell-1}\)) is unknown and should be reconstructed recursively using all previous signal values and active states. Moreover, since both \(s_1\) and the Markov chain are random processes, the vector of conditional variances is also a random process which follows (26). As we only have a mixed observation, we may estimate this random process of conditional variances based on the recursive estimation algorithm proposed in [18]. Assume that we have an estimate for the set of conditional variances at frame \(\ell\) based on information up to frame \(\ell - 1\), \(\hat{X}_{\ell} = \lambda^{(i)}_{\ell-1}\), then, following the model definition an mmse estimate of the next-frame conditional variance follows:

\[
\hat{\lambda}^{(i_{\ell+1})}_{\ell+1} = E\left\{\lambda^{(q_1(\ell+1))}_{\ell+2} | q_1(\ell+1) = i_{\ell+1}, \lambda_{\ell}, x(\ell)\right\} = \lambda^{(i_{\ell+1})}_{\min} + \alpha^{(i_{\ell+1})} E\left\{s_1(\ell) \odot s_1(\ell) | \lambda_{\ell}, x(\ell)\right\}
+ \beta^{(i_{\ell+1})} E\left\{\lambda^{(q_1(\ell))}_{\ell-1} | \lambda_{\ell}, x(\ell)\right\}
- \beta^{(i_{\ell+1})} E\left\{\lambda^{(q_1(\ell))}_{\min} | \lambda_{\ell}, x(\ell)\right\} 1
\]

(27)

for \(i_{\ell+1} = 0, 1, \ldots, m_1\). Using

\[
\hat{\lambda}^{(i)}_{\ell} = E\left\{s_1(\ell) \odot s_1(\ell) | i_{\ell}, j_{\ell}, \lambda_{\ell}, x(\ell)\right\}
= \sum_{i=1}^{\lambda^{(i)}_{\min}} \left(\sum_{i=1}^{i} + \sum_{j=1}^{j} \right)^{-1} \left[\sum_{i=1}^{i} \sum_{j=1}^{j} \right]^{-1} x(\ell) \odot x^*(\ell)
\]

(28)

\(^3\)For a necessary and sufficient condition, see [36].

A detailed recursive estimation algorithm is given in [18]. The model parameters, i.e., \(\lambda^{(i)}_{\min}, \alpha^{(i)}, \beta^{(i)}\), can be estimated from a training set using a maximum-likelihood approach [18], [23], [37] or may be evaluated as proposed in [19] such that each state would represent a different level of the optional dynamic range of the signal’s energy. By using the recursive estimation algorithm, we evaluate for each time frame \(\ell\) and for each state \(i_{\ell}\) an estimate of the spectral covariance matrix \(\Sigma^{(i)}_{\ell}\) which is required for the separation algorithm. Hence, the sets \(\{s_{\ell}^{(i)}\}_{i_{\ell}}\) and \(\{p_1(i_{\ell})\}_{i_{\ell}}\) together with the GMM for the background music signal may be employed by the classification and estimation procedure to obtain an estimate for each signal. Note that for the GMM, each state defines a specific pdf which is known a priori, while for the mixing GARCH model the covariance matrices in each state are time-varying and are recursively reconstructed.

IV. IMPLEMENTATION OF THE ALGORITHM

The existing GMM-, AR-, and HMM-based algorithms, generally estimate each frame of the signal in the STFT domain using a vector formulation. However, many spectral enhancement algorithms for speech signals treat each frequency bin separately, e.g., [35], [39], and [40]. The application of subband-based audio processing algorithms have been proposed for automatic speech recognition, e.g., [41], [42], speech enhancement [19], and also for single-channel source separation [15]. Instead of applying a statistical model for the whole frame, each subband is assumed to follow a different statistical model. Considering the GARCH modeling, the parameters \(\lambda^{(i)}_{\min}\) specify the lower bounds for the conditional variances under each state. Since speech signals are generally characterized by lower energy levels in higher frequency bands, it is advantageous to apply different model parameters in different subbands, as proposed in [19].

For the implementation of the proposed algorithm, we assume \(K < N\) linearly spaced frequency subbands for each frame with
independent model parameters. Moreover, the sparsity of the expansion coefficients in the STFT domain (of both speech and music signals) implies that in a specific time-frame the signal may be present in some of the frequency subbands and absent (or of negligible energy) in others. Therefore, we define a specific state for signal absence in each subband $k \in \{1, \ldots, K\}$, $q_1 = 0$ and $q_2 = 0$. For these states, the pdf is assumed to be a zero-mean complex Gaussian with $\sigma_{\text{min},k}^2 I$ covariance matrix. Note that in the GMM case, each state corresponds to a specific predetermined Gaussian density while in the GARCH case, by setting $\alpha(0) = \beta(0) = 0$ and $\lambda(0)_{\text{min}} = \sigma_{\text{min},k}^2$ for the $k$th subband, the covariance under $q_1 = 0$ is also time invariant and equals $\sigma_{\text{min},k}^2 I$. In our experimental study, independent models are assumed for each subband, and therefore the model training and both the conditional variance estimation (in case of speech signal) and the separation algorithm are applied independently in each subband. However, in general, some overlap may be considered between adjacent subbands to allow some dependency between them, as well as cross-band state probabilities, as proposed in [15].

Prior to source separation, both the GMM and GARCH models need to be estimated using a set of training signals. In case of GMM, for each state $j \neq 0$ we need to estimate (for each subband independently) the diagonal vector of the covariance matrix $\Sigma_2^{(j)}$, and the state probability $p_2(j)$. For the GARCH modeling, the state probabilities are also required; however, only three scalars are needed to represent the covariance matrix for any $i \neq 0$: $\alpha_{\text{min}}^{(i)}$, $\epsilon(k)$, and $\beta$. In our application, the GMM is trained by using the $k$-means vector quantization algorithm [9], [34]. This model is sensitive to the similarity between the training signals and the desired signal in the mixture, and to achieve good representation, the spectral shapes in the trained and mixed signals need to be closely related, as applied, e.g., in [4], [5], and [13]. For training the GARCH model, we use the method proposed in [19]. Accordingly, the training signals are used only to calculate the peak energy in each of the subbands. Then, we set $\lambda_{\text{min}}^{(i)} = \sigma_{\text{min},k}^2$ and $\alpha(0) = \beta(0) = 0$. For the speech presence states, $i \in \{1, \ldots, m_1\}$, the parameters are chosen as follows. The lower bounds $\lambda_{\text{min}}^{(i)}$ are log-spaced in the dynamic range, i.e., between $\lambda_{\text{min}}^{(i)}$ and the peak energy. The parameters $\beta$ are experimentally set to 0.8 and $\alpha$ are evaluated for each subband independently such that the stationary variance in the subband, under an immutable state, would be equal to the lower bound for the next state (see [19] for details). This approach yields reasonable results since it enables to represent the whole dynamic range of the signals energy while the conditional variance is updated each frame by using past observation and past conditional variance. In addition, since only the peak energy is required for each subband, this approach has relatively low sensitivity to the training set, and only the peak energy levels need to be similar to that of the test set.

A block diagram of the proposed separation algorithm is shown in Fig. 2 when considering a single band (in practice, a similar process is applied in each subband independently). The observed signal is first transformed into the STFT domain. Then, two steps are applied for each frame $\ell$. First, the GARCH conditional covariance matrices $\{\Sigma_{1,\ell}(i) = \text{diag}(\lambda_{min}^{(i)}(\ell-1))\}$ are updated using (28) for any pair $\{i_1, j_1\}$, and then propagated one frame ahead using (27) to yield the conditional variance estimate for the next frame. Second, using the sets $\{\Sigma_{1,\ell}(i)\}$ and $\{\Sigma_{2,\ell}(j)\}$ the simultaneous classification and estimation method is applied yielding each of the estimates $\hat{s}_{1,\ell}(\ell)$ and $\hat{s}_{2,\ell}(\ell)$. Finally, the desired signals are obtained by inverse transforming the signal into the time domain.

Considering a simultaneous classification and estimation approach, as proposed in Section II-A, the interrelations between the classifier and the estimator are employed such that the classification rule is calculated by using the set of gain matrices $\{G_{ij}\}$, and the classifier’s output $\eta_{kj}$ specifies the gain matrix to be used. However, a cascade of classification and estimation (as considered in Section II-B) may be applied as the classification and estimation block to enable a suboptimal solution with lower computational cost. In fact, the computational complexity of this suboptimal method is comparable to that of the mmse estimator (3) since the a posteriori probabilities required for the MAP classifier are used also in the estimation step.

V. EXPERIMENTAL RESULTS

In this section, we present experimental results for evaluating the performance of the proposed algorithm. In Section V-A, we describe the experimental setup in our evaluation, and the objective quality measures. Then, in Section V-B, we present experimental results. The experimental results are focused on 1) evaluating the performance of the proposed codebook compared to using a GMM-only model (while using mmse estimation for both codebooks), and 2) evaluating the performance of the proposed simultaneous classification and estimation approach in the sense of signal distortion and residual interference.

A. Experimental Setup and Quality Measures

In our experimental study, we consider speech signals mixed with piano music of about the same level. In the test set of our experimental study, speech signals are taken from the TIMIT database [43] and include eight different utterances by eight different speakers, half male and half female. The speech signals are mixed with two different piano compositions (Für Elise by L. van Beethoven and Romance O’ Blue by W. A. Mozart) to yield 16 different mixed signals. For each of the piano signals, the first 10 s are used to create the mixing signals while the rest of each composition (about 4 min each) is used for training the
model. For training the models to speech signals, a set of signals which are not on the test set was used, with half male and half female (about 30 s length). All signals in the experiment are normalized to the same energy level, and sampled at 16 kHz and transformed into the STFT domain using half-overlapping Hamming window of 32-ms length. The GMM parameters (for the piano model) are trained using the $k$-means vector quantization algorithm and the GARCH parameters are estimated using only the signal’s peak energy in each subband, as described in Section IV. For each of the sources, $K = 10$ linearly spaced subbands are considered and for the signal-absence state the covariance matrix is set to $\sigma_{\text{min},k}^2 I$, where $\sigma_{\text{min},k}^2$ is 40 dB less than the higher averaged energy in the $k$th subband. Furthermore, in each subband, only frames in which the energy is within 40 dB of the peak energy (in the same subband) are considered for training the GMM.

The proposed algorithm is compared with the mmse estimator proposed in [4]. The latter algorithm assumes a single-band GMMs for both signals (i.e., with $K = 1$) and is referred to in the following as the GMM-based algorithm. This model is trained using the same training sets using the $k$-means algorithm. For each of the algorithms, four, eight, and 16 states are considered for the GMM, while the GARCH model is trained with up to eight states per subband (excluding the signal absence state).

The performance evaluation in our study includes objective quality measures, a subjective study of waveforms and spectrograms, and informal listening tests. The first quality measure is the segmental signal-to-noise ratio (SNR) (in the time domain) which is defined in dB by [44], as shown in (32) at the bottom of the page, where $\mathcal{H}_1$ represents the set of frames which contain the desired signal, $\mathcal{H}_2$ denotes the number of elements in $\mathcal{H}_1$, $N = 512$ is the number of samples per frame, and the operator $T$ confines the SNR in each frame to a perceptually meaningful range between $-10$ and 35 dB. The second quality measure is log-spectral distortion (LSD) which is defined in dB by [45]

$$\text{LSD} = \frac{1}{L} \sum_{\ell=0}^{L-1} \left\{ \frac{1}{N/2 + 1} \times \sum_{f=0}^{N/2} \left[ 10 \log_{10} C\mathcal{s}(\ell, f) - 10 \log_{10} C\mathcal{s}(\ell, f) \right]^2 \right\}^{1/2},$$

(33)

where $\mathcal{s}(\ell, f)$ denotes the $f$th element of the spectral vector $\mathbf{s}(\ell)$ (i.e., $f$ denotes the frequency-bin index), $C\mathcal{s} \triangleq \max_\ell \{ |r|^2, \epsilon \}$ is a spectral power clipped such that the log-spectrum dynamic range is confined to about 50 dB, that is, $\epsilon = 10^{-50/10} \times \max_{\ell,f} \{ |\mathbf{s}(\ell, f)|^2 \}$. Although the Segmental SNR and the LSD are common measures for speech enhancement, for the application of source separation, it was proposed in [46], [47] to measure the signal to interference ratio (SIR). For source $s_1$ we may write

$$\hat{s}_1 = \zeta_1 s_1 + \zeta_2 s_2 + d,$$

(34)

Accordingly, the Segmental SIR for $\hat{s}_1$ is defined in dB as follows:

$$\text{SegSIR} = \sum_{\ell} T \left\{ 10 \log_{10} \frac{\zeta_1(\ell)^2 \sum_{n=0}^{N-1} s_1^2(n + \ell N/2)}{\zeta_2(\ell)^2 \sum_{n=0}^{N-1} s_2^2(n + \ell N/2)} \right\}$$

(35)

where the parameters $\zeta_1(\ell)$ and $\zeta_2(\ell)$ are calculated for each segment as specified in [46].

The above-mentioned measures attempt to evaluate the averaged performance of the algorithm. The proposed classification and estimation approach enables one to control the tradeoff between the level of residual interference resulting from false detection of the desired signal and signal distortion resulting mainly from missed detection. To measure this tradeoff while applying the algorithm on a subband basis, we propose to measure the distortion of the estimated signal and the amount of interference reduction. Now let $\mathcal{H}_1$ and $\mathcal{H}_2$ denote the sets of (subband) frames which contain the desired signal and in which the desired signal is absent, respectively. The signal distortion, denoted as LSD$_{H_1}$, is evaluated using the LSD formulation (33) and averaged only over $\mathcal{H}_1$. The interference reduction is evaluated in dB by [48]

$$\text{IR}_{H_0} = 10 \log_{10} \frac{\sum_{\ell \in \mathcal{H}_0} \| \hat{s}_1(\ell) \|^2}{\sum_{\ell \in \mathcal{H}_0} \| \hat{s}_2(\ell) \|^2}.$$  

(36)

**B. Simulation Results**

For evaluating the contribution of the proposed codebook (i.e., GARCH model for speech and GMM for music), the results obtained by using the proposed model are first compared with the results obtained by using the GMM-based algorithm. Since the GMM-based algorithm employs an mmse estimator, the proposed algorithm was applied in this experiment using constant cost parameters. As shown in Section II-A, this also yields mmse estimator. Fig. 3 shows quality measures as a function of the number of GARCH states. These results are shown for 4-, 8- or 16-state GMM used for the music signal. For comparison, the results obtained by using the GMM-based

$$\text{SegSNR} = \frac{1}{|\mathcal{H}_1|} \sum_{\ell \in \mathcal{H}_1} T \left\{ 10 \log_{10} \frac{\sum_{n=0}^{N-1} s_1^2(n + \ell N/2)}{\sum_{n=0}^{N-1} [s(n + \ell N/2) - \hat{s}(n + \ell N/2)]^2} \right\},$$

(32)
algorithm are shown with 4, 8, and 16 states (for both signals). Note that for each algorithm, different number of subbands is considered, and different statistical model. However, the signal estimate in both cases is in the sense of mmse. It can be seen that employing a GARCH model for the speech signal significantly improves the separation results, and sometimes even using a single-state GARCH model outperforms the GMM modeling with up to 16 states. Moreover, it can be seen that excluding the SegSIR measure for speech signals, the performances are improved monotonically with the growth of the number of GARCH states (except for some cases with eight-state GMM). However, the significant improvement is obtained by using up to five states for the GARCH model with 4- or 16-state GMM for the music. Informal listening tests verify that increasing the number of GARCH states from one to 3 or 5, significantly improves the reconstructed signals and particularly the perceptual quality of the speech signal. Using three (or more) states for the speech model results in improved signals’ quality compared to using the GMM for both the speech and the music signals. The GMM-based algorithm preserves mainly low frequencies of the music signal and the residual speech components sound somewhat scrappy. The proposed approach results in a more natural music signal which consists of higher range of frequencies. The residual speech signal also sounds more natural.

It is important to note that in general the proposed GARCH modeling requires higher computational complexity than the GMM modeling, since the covariance matrices need to be estimated recursively as described in Section III. However, the GARCH modeling requires smaller number of parameters and smaller number of states which reduce the computational complexity of the separation algorithm. While in the GMM model each state requires $N$ parameters for the corresponding covariance matrix, in the GARCH case only three parameters are needed in each subband. If we consider similar separation technique, e.g., the mmse estimation (3), than using the GARCH modeling employs about four states for the speech signal while in the GMM case about 8 or 16 states are required to achieve reasonable separation. Therefore, in this case, the additional computations for the covariances estimation is compensated by less computations for the separation algorithm.

Next, we verify the performance of the proposed simultaneous classification and estimation method. As this method enables one to control the tradeoff between residual interference and signal distortion, we examine the influence of the cost parameters on these measures. The proposed algorithm was applied to the test set with different cost parameters. Fig. 4 shows the tradeoff between signal distortion and the reduction of the residual interference while examining the estimated speech signals. The averaged interfering reduction, $IR_{\tilde{H}_0}$, (in this case the reduction of the residual music) and the averaged speech distortion $LSD_{\tilde{H}_1}$ are shown as functions of the false detection parameter for the speech signal $b_{\tilde{H}_1}$ and for some values of the missed detection parameter. These results are evaluated using three-state GARCH model and eight-state GMM, and the simultaneous classification and estimation method. It is shown that when the false detection parameter increases, the level of residual interference decreases and the signal distortion increases. Therefore, for a specific application these parameters may be chosen to achieve a desired tradeoff between signal distortion and residual interference.

In Tables I and II, we provide quality measures for both types of signals using different sets of parameters. This test was
Fig. 4. Tradeoff between residual interference and signal distortion resulting from changing the false detection and missed detection parameters. (a) Residual music signal and (b) speech signal distortion.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>SegSNR improvement</th>
<th>SegSIR improvement</th>
<th>IR_{H0}</th>
<th>LSD_{H1}</th>
</tr>
</thead>
<tbody>
<tr>
<td>[1, 1, 1], [10^{-2}, 10^{-2}, 10^{-2}]</td>
<td>0.67</td>
<td>11.67</td>
<td>-10.34</td>
<td>2.45</td>
</tr>
<tr>
<td>[10^{-1}, 10^{-1}, 10^{-2}, 10^{-2}]</td>
<td>3.54</td>
<td>11.00</td>
<td>-9.55</td>
<td>2.04</td>
</tr>
<tr>
<td>[10^{-1}, 10^{-1}, 10^{-2}, 10^{-1}]</td>
<td>3.76</td>
<td>17.73</td>
<td>-11.73</td>
<td>3.06</td>
</tr>
<tr>
<td>[10^{-2}, 10^{-2}, 10^{-2}, 10^{-2}]</td>
<td>3.68</td>
<td>11.44</td>
<td>-9.88</td>
<td>2.16</td>
</tr>
</tbody>
</table>

TABLE II

AVERAGED QUALITY MEASURES FOR THE ESTIMATED MUSICAL SIGNALS USING THREE-STATE GARCH MODEL AND EIGHT-STATE GMM

<table>
<thead>
<tr>
<th>Parameters</th>
<th>SegSNR improvement</th>
<th>SegSIR improvement</th>
<th>IR_{H0}</th>
<th>LSD_{H1}</th>
</tr>
</thead>
<tbody>
<tr>
<td>[1, 1, 1], [10^{-2}, 10^{-2}, 10^{-2}]</td>
<td>4.91</td>
<td>9.81</td>
<td>-7.27</td>
<td>3.04</td>
</tr>
<tr>
<td>[10^{-2}, 10^{-2}, 10^{-2}, 10^{-2}]</td>
<td>5.46</td>
<td>9.77</td>
<td>-5.95</td>
<td>3.35</td>
</tr>
<tr>
<td>[10^{-1}, 10^{-2}, 10^{-2}, 10^{-2}]</td>
<td>4.72</td>
<td><strong>10.05</strong></td>
<td><strong>-8.91</strong></td>
<td><strong>2.84</strong></td>
</tr>
<tr>
<td>[10^{-1}, 10^{-2}, 10^{-1}, 10^{-1}]</td>
<td>5.21</td>
<td>9.75</td>
<td>-6.27</td>
<td>3.25</td>
</tr>
<tr>
<td>[10^{-2}, 10^{-2}, 10^{-2}, 10^{-2}]</td>
<td>4.89</td>
<td>9.98</td>
<td>-7.47</td>
<td>2.91</td>
</tr>
</tbody>
</table>

Conducted also for the whole test set using the simultaneous classification and estimation approach. It can be seen that by using different parameters, improved performance may be achieved compared to using equal parameters (i.e., using mmse estimation). However, as expected, different parameters would need to be used to achieve the best performances in the sense of different quality measures. Specifically, in case of speech signals, the higher interference-reduction is achieved with the parameters (from the tested sets of parameters) which corresponds to the highest distortion. On the other hand, the lowest distortion is obtained with the lowest amount of interference reduction.

Figs. 5 and 6 demonstrate the separation of a specific mixture of speech and piano signals. The speech waveform, the piano waveform, and their mixture are shown in Fig. 5, and Fig. 6 shows the separated signals resulting from an eight-state GMM-based algorithm and from the proposed simultaneous classification and separation approach (using three-state GARCH model for the speech signal, eight-state GMM for the piano signal, \( b_{1,m} = b_{2,t} = 5 \), and \( b_{1,t} = b_{2,m} = 15 \)). It can be seen that for this particular mixture, by estimating the speech signal the proposed algorithm results in higher attenuation of the piano signal, and the estimation of the piano signal preserves more energy of the desired signal, especially at its second half.

VI. CONCLUSION

We have proposed a new approach for single-channel audio source separation of acoustic signals, which is based on classifying the mixed signal into codebooks, and estimating the subsources. Unlike other classical methods which apply estimation alone, or distinctive operations of classification and estimation, in our method both operations are designed simultaneously, or the estimator is designed to allow a compensation for erroneous classification. In addition, a new codebook is proposed for speech signals in the STFT domain based on the GARCH model. Accordingly, less restrictive pdf’s are enabled in the STFT domain compared to GMM or AR-based model. Experimental results on mixtures of speech and piano music signals have yielded an improved source separation performance.
and accordingly
\[
\tilde{s}_{1,i,j} = \frac{\sum_{\gamma} b_{ij}^{\gamma}(x | \tilde{\gamma}, \tilde{\gamma}) p(\tilde{\gamma}, \tilde{\gamma}) W_{\gamma} x}{\sum_{\gamma} b_{ij}^{\gamma}(x | \tilde{\gamma}, \tilde{\gamma}) p(\tilde{\gamma}, \tilde{\gamma})}. \tag{40}
\]

**APPENDIX B**

**DERIVATION OF (11)**

The average risk is given by
\[
\hat{r}_{ij}^{\text{d}}(x, s_1) = \int C_{ij}^{\text{d}}(s_1, s_1) p(x | s_1, \tilde{\gamma}) p(s_1 | \tilde{\gamma}) ds_1 = \int b_{ij}^{\gamma} ||s_1 - \tilde{s}_1||^2 p(x | s_1, \tilde{\gamma}) ds_1. \tag{41}
\]

To simplify the notation, we assume in this Appendix that the active states of both signals are known, so we may omit the indices \(\{\tilde{\gamma}, \tilde{\gamma}\}\). Furthermore, we use \(s\) to denote \(s_1\) and we assume diagonal covariance matrices \(\Sigma_1 = \text{diag}\{\sigma_1^2(1), \sigma_1^2(2), \ldots, \sigma_1^2(N)\}\) and \(\Sigma_2 = \text{diag}\{\sigma_2^2(1), \sigma_2^2(2), \ldots, \sigma_2^2(N)\}\). Following these notations we obtain
\[
\int ||s||^2_2 p(x, s) ds = \sum_f \left\{ \int |s(f)|^2 p(x(f), s(f)) ds(f) \times \prod_{f' \neq f} p(x(f'), s(f')) ds(f') \right\} \tag{42}
\]

where in this Appendix \(s(f)\) and \(x(f)\) denote the \(f\)th elements of vectors \(s\) and \(x\), respectively (i.e., \(f\) denotes the frequency-bin index). Let \(\lambda(f) \triangleq (\sigma_1^2(f) - 1 + \sigma_2^2(f))^{-1}\), let \(\xi(f) \triangleq \sigma_2^2(f) / \sigma_2^2(f)\), let \(\gamma(f) \triangleq |x(f)|^2 / \sigma_2^2(f)\), and let \(\nu(f) \triangleq (1 + \xi(f)) / (1 + \xi(f))\). By integrating over both the real and imaginary parts of \(s(f)\) and using \(((49), (3.462.2))\) we obtain
\[
\int |s(f)|^2 p(x(f), s(f)) ds(f) = \frac{x(f) + \nu(f)}{\pi(1 + z(f))^2} \times \exp \left\{ -\frac{\gamma(f)}{1 + \xi(f)} \right\} \tag{43}
\]

and
\[
\int p(x(f'), s(f')) ds(f') = p(x(f')). \tag{44}
\]

Let \(\Xi \triangleq \text{diag}\{\xi(1), \xi(2), \ldots, \xi(N)\}\) and \(V \triangleq \text{diag}\{\nu(1), \nu(2), \ldots, \nu(N)\}\). Substituting \((43)\) and \((44)\) into \((42)\) we obtain
\[
\int ||s||^2_2 p(x, s) ds = \sum_f \left( |s(f)|^2 (1 + \nu(f)) / \pi(1 + x(f))^2 \times \exp \left( -\frac{\gamma(f)}{1 + \xi(f)} \right) \right) \tag{45}
\]
\[ \prod_{f' \neq f}^{1} \frac{1}{\pi \sigma_{2}^{2}(f')(1 + \xi(f'))} \exp \left( \frac{-\gamma(f')}{1 + \xi(f')} \right) \]

Finally,

\[ p(x)s(s) = p(x) \exp \left\{ -\frac{H}{\pi N} \Sigma_{1} + \Sigma_{2} \right\} \].

Substituting (45)–(47) into (42) and using \( W = \Xi(I + \Xi)^{-1} \), we obtain

\[ r_{ij}(x, s) = \frac{b_{ij}^{2}}{b_{ij}} p(x) \left[ x^{H}(W^{2} - 2WG_{ij})x + 1^{T} \Sigma_{W} W \right] \]

\[ = \frac{b_{ij}}{\pi N \Sigma_{1} + \Sigma_{2}} \exp \left\{ -\frac{H}{\pi N} \left( \Sigma_{1} + \Sigma_{2} \right) \right\} x \left[ x^{H}(W^{2} - 2WG_{ij})x + 1^{T} \Sigma_{W} W \right]. \]
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