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Abstract—This paper presents a new method for voice activity
detection (VAD) based on the autoregressive-generalized autore-
gressive conditional heteroscedasticity (AR-GARCH) model. The
speech signal is modeled as an AR-GARCH process in the time
domain, and the likelihood ratio is computed and compared to a
threshold. The time-varying variance of the speech signal needed
for computing the likelihood function under speech presence
hypothesis, is estimated using the AR-GARCH model. The model
parameters are estimated using a novel technique based on the
recursive maximum likelihood (RML) estimation. The variance
of the additive noise, a critical issue in designing a VAD, is esti-
mated using the improved minima controlled recursive averaging
(IMCRA) method, which is properly modified to be applicable to
noise variance estimation in the time domain. The performances
of the VAD and the parameter estimation method are examined
under several conditions. Experimental results indicate the ro-
bustness of the AR-GARCH based VAD both to noise variations
and low signal-to-noise ratio (SNR) conditions.

Index Terms—Autoregressive-generalized autoregressive condi-
tional heteroscedasticity (AR-GARCH), noisy data, nonstationary
noise, parameter estimation, voice activity detector (VAD).

I. INTRODUCTION

OICE activity detection (VAD) is an integral part of
V all speech communication systems. Examples of such
systems are audio conferencing, hands-free telephony [1],
and discontinuous speech transmission [2]. During the last
few decades, many researchers have dealt with this issue.
The modern VADs are derived from statistical model-based
algorithms in which the likelihood ratio test (LRT) is applied
to a set of hypotheses. These VADs are developed in [3]-[6].
In all of these methods, the speech signal is transformed to
the short-time Fourier transform (STFT) domain and different
models are applied to the speech data in the STFT domain. For
instance, Sohn ef al. [3] and Ramirez et al. [4] assumed that the
spectral coefficients of the noise and speech signal are complex
Gaussian random variables. Chang et al. [5] utilized the com-
plex Laplacian and Gamma probability density functions (pdfs)
to model the distributions of the speech and noise spectra. Shin
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et al. [6] applied the generalized gamma distribution to model
the distribution of the clean speech spectrum. Davis et al. [7]
proposed the statistical VAD method that makes no assumption
about the distributions of the speech spectra.

Recently, Cohen [8] modeled the speech signal in the STFT
domain as a complex GARCH process and used this model for
speech enhancement. He showed that the time varying variance
of the speech signal can be estimated using a complex GARCH
model with Gaussian innovations. The well-known decision-di-
rected method of Ephraim and Malah [9] can be derived as a spe-
cial case using GARCH modeling. Solvang et al. [10] used the
AR-GARCH model for VAD. In their work, they represent the
AR part of the AR-GARCH model with a state-space to obtain
the appropriate linear prediction error series. By applying the
GARCH model to the residuals, they estimate the conditional
variance sequences corresponding to the voice activity parts. To
detect voice activity, they establish an appropriate threshold for
the conditional variance sequences. However, their method is
not computationally efficient and cannot be used in real time
speech signal processing. Furthermore, they assume that the
model is identified from frames with speech being present, but
in the application at hand these frames are unknown to the user
in advance.

In this paper, we present a new VAD using AR-GARCH mod-
eling of the speech signal in the time domain. This model relies
on the fact that speech signals in the time domain can be modeled
as AR processes [11] and also demonstrate both the variability
clustering and the heavy-tail behavior, that are the main proper-
ties of GARCH processes. Our VAD is based on the LRT, so we
need to compute the likelihood function of the observations under
the speech presence and absence hypotheses. The time varying
variance of the speech signal needed for computing the likeli-
hood function under speech presence hypothesis is estimated
using the AR-GARCH model. To be able to use this model, one
should know the parameters of the model or estimate them from
the available data. Since the available data is often corrupted by
additive noise, we present a novel technique for parameter esti-
mation of the AR-GARCH model in presence of additive noise.
To compute the likelihood function of the observations under
speech presence and absence hypotheses, we need to know the
variance of the additive noise, which might be time varying. The
improved minima controlled recursive averaging (IMCRA) [12]
method has been modified and utilized for estimating the vari-
ance of the corrupting noise in the time domain.

The paper is organized as follows. In Section II, we introduce
the AR-GARCH model and show its applicability to speech sig-
nals. In Section III, we introduce our parameter estimation al-
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gorithm. In Section IV, we introduce our VAD, which is based
on the AR-GARCH modeling of the speech signal in the time
domain. Finally in Section V, we examine the performance of
our method using several simulations.

II. AR VERSUS AR-GARCH MODELING OF SPEECH SIGNALS

The GARCH model was first introduced by Bollerslev
[13] as an extension of the ARCH model developed by
Engle [14] in economic data modeling. Since then, many
researchers have tried to expand and use these models in
several applications. AR-GARCH is one of these extensions
[15]. The AR(p)-GARCH(,1) process is a filtered version of
a GARCH(1,1) process with an all-pole filter. This model is
defined by the following three equations:

P
Ty = Z Q;Ti—; + € (1

i=1
€t = Ot|t—1Ut (2)
0t2|t_1 = Bo+ ey + /32‘7?—1”—2 3

where ¢ is the time index, c;’s and p in (1) are the parameters and
the order of the AR part, respectively, v;’s in (2) are zero-mean
independent identically distributed random variables with unity
variance, (3;’s in (3) are the parameters of the GARCH (1, 1)
model, and Ut2|t—1 is the one-sample-ahead conditional variance
of the clean signal. We assume that v;’s are Gaussian random
variables because this distribution models the speech data better
than the Laplace or Gamma distributions [8].

We use the AR-GARCH to model the speech signal in the
time domain, because it can model two main characteristics of
the speech signals. Practical evidence shows that the spectrum
of speech signals is very similar to that of AR processes. Since
the spectrum of AR-GARCH processes depends only on the co-
efficients of the AR part, we can use the AR-GARCH model
to model the spectral characteristics of speech signals. Another
common property of speech signals and AR-GARCH processes
is that they both have heavy tail pdfs. Fig. 1 shows the spec-
trum of a typical clean speech signal consisting of both male
and female speakers from the TIMIT database [16], together
with the spectrum of a synthetic AR(5)-GARCH(1,1) process.
The spectrums are estimated using the Welch method [17]. The
synthetic AR-GARCH process is simulated using the param-
eters estimated from the clean speech signal using the RML
method (discussed in the next section). From this figure, it is
obvious that the spectrum of the speech signal is very similar
to that of the synthetic AR-GARCH process. Fig. 2 displays the
quantile-quantile plot (QQ-plot) of the quantiles of the speech
signal versus the quantiles of the synthetic AR-GARCH sam-
ples. The purpose of the QQ plot is to determine whether the
samples of two processes come from the same distribution. If
the samples do come from the same distribution (same shape),
even if one distribution is shifted and re-scaled from the other
(different location and scale parameters), the plot will be linear.
A reference line passing through the first and third quartiles is
helpful for judging whether the points are linear. We provide in
Fig. 3 the spectrum of a synthetic AR(5) process with Gaussian
residual samples together with the spectrum of a clean speech
signal. In Fig. 4, we also provide the QQ-plot of the quantiles
of the speech signal versus the quantiles of the synthetic AR(S)
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Fig. 1. Spectrum of a typical clean speech signal together with the spectrum of
a synthetic AR-GARCH process.
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Fig. 2. QQ-plot of the quantiles of speech signal versus the quantiles of a syn-
thetic AR-GARCH process.
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Fig. 3. Spectrum of a typical clean a speech signal together with the spectrum
of a synthetic AR process.

process with Gaussian residual samples. From Figs. 1-4, we see
that although both AR and AR-GARCH models can model the
spectral properties of speech signals very well, the QQ-plot of
the quantiles of the speech signal versus the quantiles of the
AR-GARCH process is linear in a wider range when comparing
the quantiles of the speech signal versus the quantiles of the AR
process. This means that an AR-GARCH model can model the
speech signal in the time domain much better than the widely
used AR model.

III. AR-GARCH PARAMETER ESTIMATION

In this section, we introduce a computationally efficient
method for estimating the parameters of the AR-GARCH
model from noisy observations. This method is then used in the
next section for obtaining the proposed VAD.
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Fig. 4. QQ-plot of the quantiles of a speech signal versus the quantiles of a
synthetic AR process with Gaussian residual.

Let y, be a corrupted version of an AR-GARCH process with
additive white Gaussian noise, i.e.,

yt:LIZ’t-{—TLt t:17273,...7N (4)

where NV is the number of available data and n, is the sequence

of additive white Gaussian noise independent of x; with un-
known variance, i.e.,

ny ~ N (0,07) . (5)

Our purpose is to estimate the hidden states (z;’s) and the pa-
rameters of the model 8 = [y, 1, B2, a1, 2, . . ., ap] T using
the available noisy data y;;¢t = 1,2,3,..., N.

The first step in obtaining the states and the parameter esti-
mators is to estimate the variance of the corrupting noise (i.e.,
o2). Although most of the authors assume that the variance
of the additive noise is known, in the current application (i.e.,
VAD) this assumption is not reasonable. The statistical proper-
ties of the noise are estimated from the speech-free frames and
in this application these frames are unknown to the user in ad-
vance. Furthermore, the variance of the additive noise can be
time varying. Hence, we need a method for estimating it adap-
tively. The IMCRA method is used for estimating the statistical
properties of the additive noise (i.e., its variance). Note that the
IMCRA method estimates the variance of the noise in the fre-
quency domain (the STFT domain) while we need the variance
of the noise in the time domain. In order to estimate the variance
of the noise in the time domain using the estimates of the vari-
ance of the noise in the STFT domain, we use the well-known
Parseval’s relation. Suppose that the mth frame consists of K
samples of noisy speech signal and assume that the noise is sta-
tionary in this frame. Using Parseval’s relation, we have

K mK
SNk =K > ni()
k=1 t=(m—1)K+1

mK

>

t=(m—1)K+1

K
Y E{INa(k)P} = K E{n*(t)}
k=1

K
> Tw(k) = K*0}, (6)

k=1

where N, (k) is the STFT coefficient of the noise in time frame
number mn and in the kth frequency bin. T',,, (k) is the variance of

the noise in the STFT domain in the mth time frame and the kth
frequency bin. Thus, the estimate of the noise for a K sample
time frame is as follows:

~2
gy =

m—1)K+1,2,....mK (7)

1
K2
k=1
where f‘m(k) is the estimate of the variance of the noise in the
STFT domain in the mnth time frame and the kth frequency bin
obtained by the IMCRA method.
Using this estimate of the noise variance, we now introduce
our state smoothing and parameter estimation method. The op-
timal estimator in the MMSE sense is the conditional mean, i.e.,

where y¢ = {y,|T = 1,2,...,t} is the set of observations up
to time ¢. Let o} = {x,|7 = 1,2,...,t} and 2} = {&,|7 =
1,2,...,t} be the set of clean samples (hidden states) and their
estimates up to time ¢, respectively. Furthermore, as in [8], we
assume that past estimates of the one-sample-ahead conditional
variance and past estimates of the clean signal are sufficient
statistics for one-sample-ahead conditional variance and clean
signal estimation, i.e.,

Ty =F {$t|y§}
_E{$f|fl?f p’é—ﬂt 13 yf} (9)

A2 2 t—1
Otlt—1 = E {Ut|t71|y1 }

=E {Ut2|t71|j:§:12)7176t271\t727yt71} - (10
To estimate the clean signal, note that
(walyy ™) ~ (milt=}, 62,1 )
~N (Z Qidi—i, &3“_1) (11)
and -
(nelyi™) ~ N (0,07) . (12)

Using (4), (9), (11), (12) and the well-known estimate of
Gaussian signals in Gaussian noise [18], we get

N at—1 A2
Te = E {xt|xt—p70f|t—17yt}

t|t 1

_Zaxf—L‘i' &
Oje—1 T 0%

(yf Zoz,xf ) (13)

Substituting (3) into (10) we get
Ut|t 1—E{‘7t|t 1|$t —p— 1703 1)t—20 Yt— 1}
= E{Bo+ Bie;_;
+ﬂ2‘7t 1)t— 2|-’Lt —p—1° Ut2 1)t—2> Yt— 1}

:/[30+[31E{5f 1 S0 1[t—2> Yt— 1}

Ut—1

+ 0267 1}1—o- (14)
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The last step to complete the formulation of the MMSE estima-
tion of the clean signal is to compute u;_1 as follows:

Ut—1

2 ~t—2 ~2
E {ft—l |5Lt—p—1: Ot—2|t—2> ?Jt—z}

At—2 A2
Ty Y _p, 04 1)t—2> Yt—2

15)

2
Ot—1)t—2>Yt—1

The last expectation in (15) can be easily computed using
posterior pdf of the Bayesian general linear model [18, egs.
(10.28)—(10.29)] as follows:

» 2
U—1 = F ¢ | m—1 — E Q1 o
i=1

2
O4—1)t—21Yt—1

~2
a't_l\t_Qv Yt—1 }

2
P

+ (E {l“t—1 6?_1\t_zvyt—l } - Z ai£t—1—i>
=1

~4
_ (42 Ti_1)t—2
- t—1[t—2 = 22 2
Ut—1|t—2 + o

4 P 2
Tt_1]t—2 .
| 3 | ¥-1— E QT—1—;
t1ji—2 T o7y im1

2 2
P
—Ut_llt_g Yt—1 — E Ty 1-
2 2 Jt— 1bt—1—1 .
t—1|t—2 toi1 i=1

(16)

= var {xt_l

Q>

+
7N
Q>

So far, we have assumed that the parameters are known and
we have found the MMSE estimate of the clean signal and the
one-sample-ahead conditional variance. In real applications,
this assumption is often not true, and we have to estimate the
parameters of the model from the noisy observations. The ML
estimate of the parameters is obtained by solving the following
nonlinear optimization problem

éML = mg).x log (f (y{v’ 9))

log (f Zlog (yelyi™":9))
+ log(f(yl, 9)). (17)
where
log (f (vr'; 0 ZIOg (yelyi™";8)) + log(f(y1;9))

(18)
and f(y}';8) and @y, are, respectively, the likelihood function
given the parameters and the maximum-likelihood estimate of

the parameters. The maximization problem described in (17)
has no closed form solution, so it must be solved by numerical
methods such as the steepest decent [19]. The main drawback
of the steepest decent method is its high computational load
making it inapplicable in real-time applications such as speech
enhancement. In order to overcome this problem, a procedure
like the one presented in [20] can be used to estimate the param-
eters together with the clean signal adaptively. The idea behind
this method is to update the gradient of the likelihood function
each time we receive new data. Next, the algorithm uses this
estimate of the gradient vector to update the estimate of the pa-
rameter vector in the same way as the steepest decent method.

Under suitable regularity conditions described in [21] it can
be shown that the average log-likelihood converges to the fol-
lowing limit

16) = k_)oo k—i— 1 Zlog (¥'lys = ;0)]. (19)

It can also be shown that /(#) admits 6* as a global maximum
where 6" is the global maximum of the log-likelihood function
in (17) [22]. To maximize [(6), one can use a stochastic approx-
imation (SA) algorithm to update the parameter estimate at time
t using the following recursion formula:

0: = 0,1 + 1, Vlog [f (ytlyé_l; 9)} (20)
where Ht 1 is the parameter estimate at time ¢ — 1, and g; =
Vlog[f(y:|y5*; 8)] is computed in the Appendix. This method
is called recursive maximum-likelihood (RML), and the algo-
rithm for this method is summarized in Table I. In this table, the
step size, p; is a positive non-increasing sequence, such that

T
Jim. ; jie = 1)
> ui < oo (22)

t=1

It can be shown that 8; will converge to the set of (global or
local) maxima of log f(y1¥; @) [22]. It is worth mentioning that
the RML method can also be used for adaptive parameter esti-
mation (varying parameters). In this case, the choice of u; will
be a tradeoff between tracking capability (large ;) and low es-
timation noise around the parameter (small ;).

A. Considering the Stationarity Conditions

Often in signal processing applications, it is needed that
the estimated model be stationary. Hence, we must maxi-
mize the log-likelihood function under stationarity conditions.
The AR-GARCH process is strictly stationary with finite
second-order moment if and only if the following conditions
hold [15]:

) fp>0and 3, >0V1<i<2

2) fr+ P2 < 1.

3) All the roots of 1 — Y%

circle.
It is obvious that the third condition is highly nonlinear and
cannot be easily applied to nonlinear optimization [19].

L @;z~" must be inside the unit
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TABLE I
RECURSIVE ML ALGORITHM FOR ESTIMATING THE PARAMETERS
OF A NoiIsY AR-GARCH PROCESS

Initialization:

Let éo =0.

Let ut = 6?_1“_2
fort=p+1to N

Compute 6?“71 = Po + Prut—1 + 52&%71“72'

Compute g, using (41).

0r = 6:_y + gy

Compute

6h_177

=dg;=0fort=1,2,..,p.

Ut = =3 2
Tit—11ot

Ttlt—1
tHe—1T0%

(ye — 20y Qide—i) -

~ D ~
Tt = Zﬁzl ailt—i + 3

end (for)

To overcome this problem, we use an alternative condi-
tion for the stationarity of AR processes that the roots of
1 — 3" | a;z~" are inside the unit circle (so that the AR
process is stationary) if, and only if, |y;| <1V 1 < i < p,
where ~;’s are the reflection coefficients of the AR model
[17]. The reflection coefficients of the AR model can be
computed uniquely from the AR coefficients recursively
using the Levinson—Durbin recursion algorithm as follows
[17]:

ik = Qi k-1t VeU—ik—1,1 <0 <Kk
Ok k :rykvk: L...,p
o = —ai,,t=1,...,p. (23)

Therefore, it can be concluded that the AR-GARCH
process is strictly stationary with finite second-order mo-
ment if, and only if, 1), 2), and the following conditions
hold:

4 1<y <L,V1<i<p.
Obviously, three inequality constraints (i.e., 1), 2), and 4))
are linear, and the ML estimate of the parameters can be
found by solving the following optimization problem:

¢ = arg‘IﬁnaX {log (f (y{\f ¢))}

S.t.
Bo>0 and B;>0 V1<i<2
B+ B2 <1

l<v<—-1 VI<i<p (24)
where ¢ = [Bo, 51, B2,71,72, - - -, Vp) T is the vector of
parameters consisting of the parameters of the GARCH
part and reflection coefficients of the AR part.

It is clear that the maximization problem described in (24)
has no closed form solution and must be solved using numer-
ical methods such as the gradient projection method [19]. As
previously stated, this optimization problem has a high com-
putational load; therefore, we use the RML method in order to

decrease computational complexity. In order to use these nu-
merical methods, we must compute the gradient of the log-like-
lihood function of the current observation conditioned on past
observations with respect to the recently defined vector of pa-
rameters (@). The first three elements of the gradient vector are
computed in the Appendix ((37)-(41)), and the other elements
can be computed using the following equations:

g _
grivs = 5 (log (f (veluo *:9)))
Yi
P
) Oay,
— — (1 t—1,
;aak (log (f (yelyo "3 9))) Ty
1=1,2,...,p (25)
where the partial derivative of the log-likelihood
function with respect to the AR parameters (i.e.,
(0)/(Oar)(log(f(yelys~":¢)))) is computed in the

Appendix (41), and the partial derivative of «y, with respect
to 7v; (i.e., (Oax)/(~i)) can be obtained recursively from the
following equations [23]:

aak,i QG i—1, ifl1<k<i
o { 1, ifh =1
8ak1
i

_ { Oobimt oy Osbust if 1 <<

0, ifk=dandi <k <p

ok _ _Ocky (26)
i i

In the next section, we use the stationarity conditions along with
the RML parameter estimation method in order to propose a new
VAD.

IV. VAD BASED ON AR-GARCH MODELING OF SPEECH
SIGNALS IN TIME DOMAIN

In this section, we introduce our VAD, which is based on
an AR-GARCH model. We assume that the speech signal in
the time domain can be modeled by an AR-GARCH process.
Let y; be the noisy samples of the speech signal in the time
domain divided by the noise variance, 0. The noise variance o?
is estimated by the IMCRA method and (6)—(7). This makes the
proposed VAD a constant false alarm rate (CFAR) VAD, without
affecting the overall performance of the algorithm. Suppose that
we have a time frame and we want to decide whether it consists
of speech or not. Let m be the frame index, K be the number
of samples in each frame, and 0 < § < 1 be the overlap factor
between adjacent frames. The likelihood ratio (LR) for the ¢th
sample, given the observations up to ¢ — 1, can be written as
follows:

[ (welyi™";0,Hy)
At = t—1
f(yt|y1 ,G,HO)

27)

where H; and H are the speech presence and absence hy-
potheses, respectively. The decision rule for the mth time frame
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is established from the geometric mean of the likelihood ratios
for the individual time sample [3], which is given by

to m
1
log Am = 7 ores 2 logk
1,m
™ 1 H
10.H 1
Z er|yl ) 1) =T,
K+2K(5 s (yelyi~ 07H0) H,
(28)

where t1 ,, = (m—1-8)K +1and ta,, = (m+6)K. Suppose
that the estimate of the model parameters (ét) the one-sample-
ahead conditional variance of the speech signal (52 Tje- 1), and the
estimate of the clean signal (&) are obtained using the RML
procedure. The numerators of the terms in the right side of (37)
can be computed using (37). Assuming that the noise is white
Gaussian with known variance, the denominators of the terms
in the right side of (27) can be computed by

f(welyi™": 6. Ho) = f(ys:0, Ho)

_ 1 —yt2>
\/ﬁ exp ( 203 . 29)
Another issue that must be taken into account is the correla-

tion between consecutive samples of the speech signal. The se-

quence of speech activity states can be modeled as a first-order

Markov process which may help to prevent clipping of weak

speech [3]. Based on the total probability theorem and Bayes’

rule, we can easily derive the soft VAD rule as follows [24]:

_ Aum\m—l
B Amf)m|m—1 + (1 - Pm|m—1)

where m is the index of a time frame consisting of k£ samples,
A,, is the likelihood ratio of the mth frame, which can be com-
puted by (27), and P,,,,,, and P,,,,,,1 are the soft decision rule
with and without using the information provided by the mth
frame data, respectively. The relationship between P, and
Py |1 is similar to the relationship between the current state
and the previous state in the Markov model and is given by [24]

Pm+1|m = h071(1 - Pm|m) + hl,lpm\m 3D
where 0 < hg1 < 1and 0 < hy; < 1 denote the probabili-
ties of speech activity in the current frame when there is silence
or speech in the previous frame, respectively. The issue of se-
lecting the values of hg,1 and h; 1 is a tradeoftf between the prob-
ability of false alarm (P¢,) and the probability of missed detec-
tion (P ,iss ). This means that a smaller value of ho,1 results in
less noise detected as signal (smaller probability of false alarm)
at the expense of more front-end speech being detected as noise
(greater P.,;ss ) and that a greater value of k4 1 cause less middle
speech clipping at the expense of more front-end speech being
detected as noise.

Our final voice activity detector is obtained by comparing
Pm|m to a predetermined threshold, i.e.,

H17

it Py, > T
H(m):{HO. | h

otherwise (32)

TABLE II
PROPOSED VAD ALGORITHM USING AR-GARCH MODELING

Initialization:
Use the IMCRA method presented in section II, to estimate the variance
of the noise 62.

Let y: be the noisy speech signal divided by 6.

Let 02 = 1.
Let ¢po = 0.
Let ut = 62 zt=0fort =1,2,....,p+ 1.

t—1[t—2
fort=p+2to N.
Compute the AR parameters from the reflection coefficients using (23).
Compute &flt_l = Bo + Prut—1 + [3263_1“_2.
(;ompute g, using (41), (25) and (26).
bt = Pr—1 + P18
If¢1<0 1<z<3then<z>f—0
If({)tZI 1§z§3then¢t_1A
Ifq?%’ < —1;4§i§3+ptheq¢; =—
If ¢ > 1;4 <i <3+ pthen ¢f = 1.
Compute
&fu— 1 ‘7?

Ut = —
Tit—11o%

.2 2
Ttlt—1 p . 2
Flz———2 Yt — D imq Qilt—i) -
o‘tlt—l+o'fr ( Z 1 )

2
57 (ve = 20 cide—i) -

Tt = Zf:l Qi Tt— + = 52 f‘r L
THt—
end (for) ‘
Select K, ho,1 and h1,1 and let Pyjg = %
form=1to [%] - 1L
Compute

(uflul

£ (velyy™"0,Hy)
f(velyi~"56,Ho)

(yf,ly'

t
Am = exp | e Listy 108
P _ Am Py im—1

m|m Amrpm,hn,—l+(17Pmlm—l).

Update Pm,+1\m, = ho,l(l — Pm|m) + hl,lpm\m-

Decide whether the m-th frame contains speech or not by comparing
Ppyim with a threshold.

end (for)

TABLE III
MSE IN PARAMETER ESTIMATION AND MSE IN ESTIMATION OF

03,_, FOR DIFFERENT SNR LEVELS

Method: | MLClean MLNoisy Proposed
SNR — 5dB 10dB 5dB 10dB
Bo 0.1791 26.0113 | 3.4975 | 3.8168 | 1.2206
1 0.1023 0.7089 | 0.4879 | 0.4192 | 0.2400
B2 0.1521 0.6499 | 0.4412 | 0.7246 | 0.5376
i 0.0048 0.1102 | 0.0203 | 0.0082 | 0.0065
s 0.0002 0.0596 | 0.0086 | 0.0003 | 0.0002
EZ 0.0086 2.2257 | 0.3973 | 0.2009 | 0.0554

where T}, determines the trade-off between the probability of
false alarm (P¢, ) and the probability of detection (P4). The pro-
posed VAD algorithm is summarized in Table II. In this table, ¢*
is the ith element of the vector ¢. As stated in Table II, the VAD
algorithm first utilizes the IMCRA method to estimate the noise
variance. A new observation sequence (y;) is then defined by
dividing the noisy speech sequence by the estimated noise vari-
ance obtained by the IMCRA method. Then, the RML method
is used to estimate the parameters of the AR-GARCH model to-
gether with the hidden states and the one-sample-ahead variance
of the speech signal. Finally the likelihood ratio is computed
using the estimated one-sample-ahead variance of the speech
signal and is compared to a threshold.
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V. PERFORMANCE EVALUATION

In this section, we evaluate the performance of the proposed
parameter estimation method and VAD under several condi-
tions. In the first experiment, we compare the performance of
the constrained ML parameter estimation method (i.e., opti-
mization problem in (24) solved using gradient the projection
method [19]) with those of two different ML methods. The first
method, denoted by MLClean, employs clean data (unavailable
in practical situations) for estimating the parameter. The second
method, denoted by MLNoisy, utilizes the noisy data for es-
timating the parameter but falsely handles the data as clean.
In this experiment, we use ten different AR(2)-GARCH(I, 1),
processes corrupted with zero-mean complex Gaussian white
noise with two different SNR levels. The number of available
data (V) is set to 1024. The process v, is a zero-mean Gaussian
white process with unity variance. The reflection coefficients
of the AR part are chosen randomly and uniformly from the
interval (—1,1), and the parameters of the GARCH(I, 1) are
chosen randomly and uniformly from the interval (0,1) such
that the processes will be stationary. In this experiment, the
additive corrupting noise variance is assumed to be known.
For evaluating the performance of the proposed method we
use mean square errors (MSE) in estimation of the parameters
(which were estimated using 1000 realizations) and MSE for
the estimate of o2 which are given by

tlt—1°
0 b))
10 1000 R, .
1 1 ( k. (i.9) k,J)
MSE=—% — % ~—— 7/ (33)
1 10 1000 1 N 9
— 2 A2
T Z Z N -1 > (Utltfl,(m B Utltfl,(z',ﬁ)
7j=11i=1 t=2
(34)

where ¢ is the iteration index, j is the index for different param-
eters set, 0, ; is the kth element of the vector of parameters of
the jth process, éh(i’j) is the estimate of 6 ; in 4th iteration,
and &f‘ t—1,30.5) is computed as follows:
GHe—1,(i) = B0.6.d) F 01,65y €01 F 02,5101 —1)1—2,(3.5)-
(35)

The results are given in Table III. It is obvious that the proposed
method yields better performance over the MLNoisy method
often used in real world problems. An important point to be
emphasized here is that all of these methods (i.e., constrained
ML, MLNoisy, MINoisy) have the similar computational loads.
This makes these methods unsuitable for real-time applications.
We give these results for the sake of comparison.

In the second experiment, we compare the performance of the
proposed VAD with those of four commonly used VADs (i.e.,
Sohn et al. [3], Ramirez et al. [4], Chang et al. [5], and Shin et
al. [6]). The speech signal used in our evaluation is taken from
the TIMIT database [16]. We use a speech signal of 12-s-long
consisting of different English sentences from both male and
female speakers sampled at 16 kHz. The speech signal is cor-
rupted by a computer generated white Gaussian noise, and the
overall SNR is set to 5 dB. The parameters of the proposed VAD

TABLE 1V
PARAMETER VALUES USED FOR THE PROPOSED VAD

K e hogi | hi1 | p]| 6

256 | 2L | 0.80 | 090 | 1 | 90

©
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time (s)

Fig. 5. Clean speech signal together with hand-marked VAD.
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Fig. 6. Comparison of ROC curves of the proposed method with those of ref-
erence methods for Gaussian noise and SNR = 5 dB.

are given in Table IV. These parameters are chosen experimen-
tally to achieve the highest performance.

The results of the simulations are depicted in Figs. 5 and
6. The clean speech signal together with a hand-marked
VAD is depicted in Fig. 1. The hand-marked VAD is
obtained as follows. In the mth time frame, we as-
sume that the speech is present whenever 10log,y Sy, >
max,,{10log;, Sm} — 22 and the speech is absent whenever
10logyg Sm < max,,,{10log,y Sm} — 23, where

mk

Sm :% Z xf

t=(m—1)k+1

No decision is made in other frames. We chose these hand-
marked VAD thresholds experimentally by two qualitative cri-
teria. The speech presence threshold (—22 in this case) is chosen
such that the listeners do not sense any essential difference be-
tween the original clean signal and the speech signal passed
through the hand-marked VAD. The speech absence threshold
(—23 in this case) is chosen such that the listeners do not sense
any speech signal component in that part of speech which is la-
beled as silence.

In this experiment, the unknown variance of the additive
noise is estimated using IMCRA for all of the reference
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TABLE V
PROBABILITY OF DETECTION VERSUS PROBABILITY OF FALSE ALARM FOR DIFFERENT SNR LEVELS AND DIFFERENT METHODS (WHITE NOISE)
P, = 5% P;, = 10% P, = 20% P, = 40%
SNR 0db 5db 10db 0db 5db 10db 0db 5db 10db 0db 5db 10db
Pyfor Proposed Method | 80.49 | 84.12 | 85.93 84.43 | 87.10 | 89.13 87.31 | 89.66 | 90.72 87.63 | 91.47 | 92.96
P4for Ramirez Method | 51.60 | 57.78 | 64.18 61.09 | 64.61 | 70.04 69.51 | 73.13 | 76.97 73.99 | 77.83 | 81.56
P4for Sohn Method 56.93 | 66.52 | 69.51 64.29 | 72.92 | 75.69 69.40 | 77.51 | 80.28 7143 | 79.32 | 81.77
P4for Chang Method 67.59 | 82.52 | 88.70 70.36 | 84.22 | 90.19 73.88 | 86.25 | 91.26 77.83 | 88.27 | 92.43
P4for Shin Method 63.33 | 78.68 | 86.99 65.99 | 80.92 | 88.27 69.62 | 82.94 | 89.45 73.88 | 84.97 | 90.41
TABLE VI
PROBABILITY OF DETECTION VERSUS PROBABILITY OF FALSE ALARM FOR DIFFERENT SNR LEVELS AND DIFFERENT METHODS (FACTORY NOISE)
Pr, = 5% Py, = 10% Py, = 20% Py, = 40%
SNR 0db 5db 10db 0db 5db 10db 0db S5db 10db 0db 5db 10db
Pgfor Proposed Method | 54.69 | 73.03 | 81.34 59.06 | 76.87 | 84.86 64.39 | 80.28 | 87.31 70.04 | 82.94 | 88.59
P4for Ramirez Method 6.82 14.29 | 23.24 12.05 | 21.32 | 30.92 20.90 | 31.98 | 40.09 35.93 | 45.31 | 51.81
P4for Sohn Method 7.68 13.86 | 22.81 12.47 | 21.00 | 30.92 21.00 | 31.77 | 40.94 3475 | 43.92 | 52.24
P4for Chang Method 7.25 14.50 | 26.23 12.47 | 22.17 | 34.33 22.39 | 33.26 | 43.39 35.82 | 44.46 | 52.67
P4for Shin Method 7.46 14.71 | 26.87 14.61 | 23.56 | 35.18 24.63 | 33.48 | 44.67 36.89 | 44.78 | 53.52

methods. Fig. 6 shows the receiver operating characteristic
(ROC) of the four mentioned methods together with that of the
proposed method. The ROCs show the probability of detection
(Pq) versus the probability of false alarms (Pq4), where Py is
the probability that a signal frame is classified as H; and Py,
is the probability that a noise frame is classified as H;. These
ROC:s are obtained by 100 repetitions of the experiment with
the same speech signal and different white Gaussian noise.
From these curves, it is obvious that our method outperforms
the VADs proposed in [3] and [4] for all values of probability
of false alarm. Fig. 6 also shows that although the performance
of the method proposed in [S5] and [6] is a little bit better than
that of the proposed method for low probability of false alarm,
the performance of the proposed method is much better than
that of the method proposed in [5] and [6] for high probability
of false alarm. In Table V, we also provide the probability
of detection for different values of probability of false alarm
and different SNR levels for the above-mentioned methods. In
Table V, the best performance in each column (i.e., different
SNRys) is indicated by bold numbers. As can be seen from the
data in this table, the performance of the proposed method is
higher than that of other methods except for low probability
of false alarm in high SNRs, as mentioned before. As can be
seen from the first column of Table V, the proposed VAD also
outperforms the reference VADs even in low probability of
false alarm in low SNRs.

In the third experiment, the effect of the order of the autore-
gressive part on the performance of the VAD is investigated. The
ROC curves for different values of p are depicted in Fig. 9. These
curves are obtained by the same setup explained in the second
experiment (i.e., white Gaussian noise and SNR = 5 dB and the
same set of parameters for the proposed VAD) but a different
speech signal is used. The speech signals were again chosen
from the TIMIT database, half from male and half from female
speakers with total length of 20 s. As can be seen from this
figure, the performances of the different AR-GARCH models
are approximately the same for 1 < p < 4 and get worse for a
higher order. This is because increasing the order (increasing the
number of parameters) makes the estimation of the parameters
more difficult, and larger error in estimation of the parameters
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Fig. 7. Comparison of ROC curves of the proposed method with those of ref-
erence methods for factory noise and SNR = 5 dB.
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Fig. 8. Comparison of ROC curves of the proposed method with those of ref-
erence methods for babble noise and SNR = 5 dB.

impairs the performance of the proposed VAD. Thus, we chose
the first order in other simulations because this model is com-
putationally simpler than higher order models.

In the fourth experiment, we investigate the effect of other
kinds of noise on the performance of the proposed VAD. In this
simulation the parameters of the proposed VAD are chosen from
Table II. Two noise types (factory and babble) are employed in
this experiment. These two noise types are generally difficult to
deal with. For all the reference methods, the IMCRA method
is used for estimating the variance of the noise in the STFT
domain. Figs. 7 and 8 show the ROC of the four mentioned
methods together with that of the proposed method for factory
and babble noise, respectively. We also provide in Tables VI
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TABLE VII
PROBABILITY OF DETECTION VERSUS PROBABILITY OF FALSE ALARM FOR DIFFERENT SNR LEVELS AND DIFFERENT METHODS (BABBLE NOISE)
Pn = 5% Pr = 10% P = 20% Pr. = 40%
SNR 0db | 5db | 10db || Odb | 5db | 10db || 0db | 5db | 10db || Odb | 5db | 10db
Pafor Proposed Method | 53.20 | 73.13 | 80.81 || 57.89 | 7559 | 84.22 || 63.22 | 79.32 | 86.67 || 69.08 | 82.73 | 88.38
Pafor Ramirez Method | 27.29 | 35.61 | 40.72 || 33.90 | 41.90 | 46.16 || 43.07 | 50.11 | 53.30 || 53.30 | 60.08 | 65.14
Pafor Sohn Method | 27.08 | 34.97 | 38.38 || 33.48 | 42.22 | 45.74 || 4243 | 51.17 | 5554 || 50.85 | 58.53 | 61.94
Pafor Chang Method | 28.78 | 39.77 | 44.14 || 34.65 | 45.95 | 52.45 || 43.39 | 55.76 | 60.23 || 51.60 | 61.09 | 62.47
Pgfor Shin Method 2793 | 39.34 | 4456 || 34.01 | 4542 | 51.28 || 41.26 | 52.45 | 59.49 || 49.15 | 58.74 | 62.15
TABLE VIII

PROBABILITY OF DETECTION VERSUS PROBABILITY OF FALSE ALARM FOR DIFFERENT SNR LEVELS
AND DIFFERENT METHODS (60 Hz ADDITIVE SINUSOIDAL COMPONENT)

Fig. 9. ROC curves of the proposed VAD method for different AR orders.

and VII detection probability for different values of probability
of false alarm and for different SNR levels. In these tables, the
best performance in each column (i.e., different SNRs) is indi-
cated by bold numbers. The figures and tables are obtained using
the same method explained in the second experiment. The ad-
vantage of the proposed method over the reference methods is
obvious from these results.

In the final experiment, we evaluate the performance of the
proposed VAD in presence of an additive sinusoidal component.
A 20-s-long speech signal is chosen from the TIMIT database
and corrupted by a sinusoidal signal of 60-Hz frequency. The
SNR is set to 5 dB. The ROC curves for the reference methods
are depicted in Fig. 10. For all reference methods, the IMCRA
method is used for estimating the variance of the additive noise.
We also provide in Table VIII detection probability for different
values of probability of false alarm and for different SNR levels.
In this table, the best performance in each column (i.e., different
SNRys) is indicated by bold numbers. It is apparent that the per-
formance of the proposed VAD is substantially higher than that
of the reference VADs.

VI. CONCLUSION

We have presented a new VAD based on AR(p)-GARCH (1,
1) modeling of the speech signal. We also introduced a novel
procedure based on the ML estimation method for parameter

Pr, = 5% Pr, = 10% P, = 20% P, = 40%
SNR 0db 5db 10db 0db 5db 10db 0db 5db 10db 0db 5db 10db
P4for Proposed Method | 88.06 88.91 | 90.09 90.51 | 91.04 | 92.32 91.26 | 93.18 | 94.78 93.92 | 94.56 | 95.10
P4for Ramirez Method 44.99 45.84 49.89 49.79 | 51.39 | 54.48 57.57 | 5832 | 61.30 69.08 | 69.72 | 72.28
P4for Sohn Method 12.79 18.55 29.96 21.54 | 29.10 | 39.98 36.67 | 42.22 | 52.67 52.03 | 55.01 60.45
P4for Chang Method 25.59 36.46 41.15 36.03 | 44.24 | 49.36 47.55 | 56.08 | 61.62 61.09 | 65.67 | 66.74
P4for Shin Method 34.33 39.02 46.06 44.14 | 48.51 | 54.48 55.33 | 60.13 | 63.22 64.61 | 66.31 69.19
=
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Fig. 10. Comparison of ROC curves of the proposed method with those of
reference methods in presence of a 60-Hz additive sinusoidal component and
SNR = 5 dB.

estimation of the AR(p)-GARCH (1, 1) model in presence of
additive noise. We presented an adaptive version of parameter
estimation method, namely, the RML method. In this method,
upon receiving a new sample, we updated the likelihood func-
tion together with its gradient vector and used the steepest de-
scent method to numerically find the maximum of the log-like-
lihood function. The proposed VAD is obtained by comparing
the likelihood ratio to a threshold. The likelihood ratio of the
observations was computed using the estimated variance of the
speech signal, which was obtained by the RML algorithm. We
used the IMCRA method for estimating the variance of the ad-
ditive noise, which can be used under nonstationary conditions.
This enabled our VAD to follow variations in the variance of the
additive noise. Simulation results have demonstrated the high
performance of the proposed method and particularly its advan-
tage in nonstationary noise environments.

APPENDIX
COMPUTATION OF THE GRADIENT VECTOR

In this appendix, we compute the gradient of the pdf of the
current observation conditioned on past observations, i.e., g; =
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