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This paper is an extended version of [1]. In conjunction with “A load-balanced switch with an arbitrary number of linecards” [2], it replaces
“Architectures and algorithms for a load-balanced switch” [3].

Abstract— Routers built around a single-stage crossbar and a 0 -

centralized scheduler do not scale, and (in practice) do not pro-
vide the throughput guarantees that network operators need to
make efficient use of their expensive long-haul links. In this pa-
per we consider how optics can be used to scale capacity and
reduce power in a router. We start with the promising load-
balanced switch architecturgroposed by C-S. Chang. This ap-
proach eliminates the scheduler, is scalable, and guarantees 100%
throughput for a broad class of traffic. But several problems
need to be solved to make this architecture practical: (1) Pack-
ets can be mis-sequenced, (2) Pathological periodic traffic pat-
terns can make throughput arbitrarily small, (3) The architecture
requires a rapidly configuring switch fabric, and (4) It does not
work when linecards are missing or have failed. In this paper we
solve each problem in turn, and describe new architectures that in-
clude our solutions. We motivate our work by designing a 100Tb/s
packet-switched router arranged as 640 linecards, each operating Fig. 1. The growth in router capacity over time, per unit volume. Each point
at 160Gb/s. We describe two different implementations based on represents one commercial router at its date of introduction, normalized to how

technology available within the next three years. much capacity would fit in a single rack. Best linear fit: 2.05-fold increase
every 18 months [7].
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. INTRODUCTION AND MOTIVATION year. But central offices are reportedly full already [6], with

This paper is motivated by two questions: First, how can thienited space, power supply and ability to dissipate power from
capacity of Internet routers scale to keep up with growths acks of equipment. And second, doubling the number of loca-
Internet traffic? And second, can optical technology be intrgons would require enormous capital investment and increases
ducedinsiderouters to help increase their capacity? in the support and maintenance infrastructure to manage the

Before we try to answer these questions, it is worth askingdhlarged network. Yet this still would not suffice; additional
the questions are still relevant. After all, the Internet is widelyouters are needed to interconnect other routers in the enlarged
reported to have a glut of capacity, with average link utilizatiompology, so it takes more than twice as many routers to carry
below 10%, and a large fraction of installed but unused lindvice as much user traffic with the same link utilization. In-
capacity [4]. The introduction of new routers has been delayeglead, it seems reasonable to expect that router capacity will
suggesting that faster routers are not needed as urgently ascwistinue to grow, with routers periodically replaced with newer
once thought. higher capacity systems.

While it is not the goal of this paper to argwehen new Historically, routing capacity per unit volume has doubled
routers will be needed, we argue that the capacity of routesgery eighteen months (see Figure! 1If. Internet traffic con-
must continue to grow. The underlying demand for netwotihues to double every year, in nine years traffic will have grown
capacity (measured by the amount of user traffic) continuesdight times more than the capacity of individual routers.
double every year [5], and if this continues, will require an in- Each generation of router consumes more power than the
crease in router capacity. Otherwise, Internet providers mugét, and it is now difficult to package a router in one rack
double the number of routers in their network each year, whigh equipment. Network operators can supply and dissipate
is impractical for a number of reasons: First, it would requirg@bout 10 kW per rack, and single-rack routers have reached
doubling either the size or the number of central offices eagfis limit. There has therefore been a move towards multi-

This work was funded in part by the DARPA/MARCO Center for Cir- !Capacity is often limited by memory bandwidth (defined here as the speed at
cuits, Systems and Software, by the DARPA/MARCO Interconnect Focus Cemhich random packets can be retrieved from memory). Despite large improve-
ter, Cisco Systems, Texas Instruments, Stanford Networking Research Cembents in 1/0O bandwidths, random access time has improved at only 1.1-fold
Stanford Photonics Research Center, and a Wakerly Stanford Graduate Fellevery eighteen months. Router architects have therefore made great strides to
ship. introduce new techniques to overcome this limitation.
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rack systems, with either a remote, single-stage crossbar switehput in a single rack today. We describe our conclusion that
and central scheduler [8], [9], [10], [11], or a multi-stage, dighe Load-Balanced switch, first described by C-S. Chanhg
tributed switch [12], [13]. Multi-rack routers spread the systeral. in [19] (which extends Valiant's method [20]), is the most
power over multiple racks, reducing power density. For thjgromising architecture. It has provabl90% throughput. It is
reason, most high-capacity routers currently under developmeanalable: It has no central scheduler, and is amenable to optics.
are multi-rack systems. It simplifies the switch fabric, replacing a frequently scheduled
Existing multi-rack systems suffer from two main problemsand reconfigured switch with two identical switches that follow
Unpredictable performance, and poor scalability (or bothi.fixed sequence, or are built from a mesh of WDM channels.
Multi-rack systems with distributed, multistage switching fab- In what follows we will start by describing Chang’s Load-
rics (such as buffered Benes or Clos networks, hypercubesBalanced switch architecture in Section Il, and explain how
toroids) have unpredictable performance. This presents a pritlguarantees00% throughput without a scheduler. We then
lem for the network operators: They don’'t know what utilizatackle four main problems with the basic Load-Balanced switch
tion they can safely operate their routers at; and if the througirat make it unsuitable for use in a high-capacity router: (1)
put is less thari00%, they are unable to use the full capact requires a rapidly configuring switch fabric, making it diffi-
ity of their expensive long-haul links. This is to be contrasteclilt, or expensive to use an optical switch fabric, (2) Packets
with single-stage switches for which throughput guarantees aan be mis-sequenced, (3) Pathological periodic traffic patterns
known [14], [15]. can make throughput arbitrarily small, and (4) It does not work
However, single-stage switches (e.g. crossbars with comhen some linecards are missing or have failed. In the remain-
bined input and output queueing) have problems of their owtler of the paper we find practical solutions to each: In Sec-
Although arbitration algorithms can theoretically give 100%on IV we show how novel buffer management algorithms can
throughput they are impractical because of the complexity gfrevent mis-sequencing and eliminate problems with patholog-
the algorithm, or the speedup of the buffer memory. In practicieal periodic traffic problems. The algorithms also make pos-
single-stage switch fabrics use sub-optimal schedulers (esiple multiple classes of service. In Section V we show how
based on WFA [16] oiSLIP [17]) with insufficient speedup problem (3) can be solved by replacing the crossbar switches
to guarantee 100% throughput. Future higher capacity singlsr a fixed optical mesh — a powerful and perhaps surprising
stage routers are not going to give throughput guarantees eitletension of the load-balanced switch. And then in Section VI
Centralized schedulers don’t scale with an increase in the nuwe explain why problem (4) is the hardest problem to solve.
ber of ports, or with an increase in the line-rate. Known maxie describe two implementations that solve the problem: One
mal matching algorithms for centralized schedulers (PIM [18}ith a hybrid electro-optical switch fabric, and one with an all-
WFA [16], iSLIP [17]) need at leasD(N?) interconnects for optical switch fabric.
the arbitration process, wherg is the number of linecards.
Even if arbitration is distributed over multiple ASICs, intercon-
nect power still scales witth(N?). The fastest reported cen-
tralized scheduler (implementing maximal matches, a speedyp The Architecture

of less than two and no 100% throughput guarantees) switcheshe basic load-balanced switch is shown in Figure 2, and
256 ports at 10Gbps [8]. This design aims to maximize capagonsists of a single stage of buffers sandwiched by two identical
ity with current ASIC technology, and is limited by the powektages of switching. The buffer at each intermediate input is
dissipation and pin-count of the scheduler ASICs. Schedulg4rtitioned intalV separate FIFO queues, one per output (hence
speed will grow slowly (because of th@(N?) complexity, it e call them virtual output queues, VOQs). There are a total of
will grow approximately withy/N), and will continue to limit N2 VOQs in the switch.
growth. The operation of the two switch fabrics is quite different
In summary, multi-rack systems either use a multi-stageym a normal single-stage packet switch. Instead of picking
switch fabric spread over multiple racks, and have unprg-switch configuration based on the occupancy of the queues,
dictable throughput; or they use a single-stage switch fabricgth switching stages walk through a fixed sequence of config-
a single rack that is limited by power, and use a centralizgglations. At timet, inputi of each switch fabric is connected
scheduler with unpredictable throughput. If a router is to hayg output|(i + t) mod N] + 1; i.e. the configuration is a cyclic
predictable throughput, its capacity is currently limited by howhift, and each input is connected to each output exagtijn
much switching capacity can be placed in a single rack. Todgy.the time, regardless of the arriving traffic. We will call each
the limit is approximately 2.5Tb/s, and is constrained by powgfage dixed, equal-rateswitch. Although they are identical, it
consumption. helps to think of the two stages as performing different func-
Our goal s to identify architectures with predictable throughions. The first stage is a load-balancer that spreads traffic over
put and scalable capacity. In this paper we'll explain how wg) the VOQs. The second stage is an input-queued crossbar
can use optics with almost zero power cons_umption to F’_'a§ﬁ/itch in which each VOQ is served at a fixed rate.
the switch fabric of a 100Th/s router in a single rack, with- \yhen a packet arrives to the first stage, the first switch im-
out sacrificing throughput guarantees. This is approximately f‘lQadiately transfers it to a VOQ at the (intermediate) input of
times greater than the electronic switching capacity that coyl¢s second stage. The intermediate input that the packet goes to
2For example WFA [16] with a speedup of 2, MWM with a speedup of onglepend_s on the current conﬁgura’Fion of th_e Ioa_d-balancer. _The
[15]. packet is put into the VOQ at the intermediate input according

Il. LOAD-BALANCED ARCHITECTURE
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Fig. 2. Load-balanced router architecture

to its eventual output. Sometime later, the VOQ will be served Of course, real network traffic isot uniform. But an extra

by the second fixed, equal-rate switch. The packet will then bEad-balancing stage can spread out non-uniform traffic, mak-

transferred across the second switch to its output, from wherénig it sufficiently uniform to achieve 100% throughput. This is

will depart the system. the basic idea of the two-stage load-balancing switch. A load-
balancing device spreads packets evenly to all the inputs of a

second, fixed, equal-rate switch.
B. 100% Throughput _ .
Outline of proof: The load-balanced switch has 100%

Atfirstglance, itis not obvious how the load-balanced swittiyroughput for non-uniform arrivals for the following reason.
can make any throughput guarantees; after all, the sequencp{@ferring again to Figure 2, consider the arrival proce$s)
switch configurations is pre-determined, regardless of thetraf({)gith N-by-N traffic matrix A) to the switch. This process
or the state of the queues. In a conventional single-stage crqssransformed by the sequence of permutations in the load-
bar switch, throughput guarantees are only possible if a SCh%%ancer,m(t), into the arrival process to the second stage,
uler configures the switch based on knowledge of the stateb?{) = m(t) - a(t). The VOQs are served by the sequence
all the queues in the system. In what follows, we will give agf permutations in the switching stage,(¢). If the inputs and
intuitive explanation of the architecture, followed by an OU“'“éutputS are not over-subscribed, then the long-term service op-
of a proof that it guarantees 100% throughput for a broad classrtunities exceed the number of arrivals, and hence the system
of traffic. achieves 100% throughput:

Intuition: Consider a single fixed, equal-rate crossbar switch T
with VOQs at each input,_ that connects each input to each out- lim 1 Z (b(t) — ma(t)) = ieA _ ie <0,
put exactly+-th of the time. For the moment, assume that T—oo T = N
the destination of packets isifornt i.e. arriving packets are
equally likely to be destined to any of the outp@t€f course, wheree is a matrix full of 1's.
real network traffic is nothing like this — but we will come to In [19] the authors prove this more rigorously, and extend
that shortly.) The fixed, equal-rate switch serves each VOQitto all sequenceqa(t)} that are stationary, stochastic and
rate R/N, allowing us to model it as a GI/D/1 queue, with arweakly mixing.
rival rateA < R/N and service ratg = R/N. The systemis
stable (the queues will not grow without bound), and hence it
guarantees 100% throughput. I1l. A100TB/S ROUTER EXAMPLE
. ) i i .. The load-balanced switch seems to be an appealing archi-

_Fact: If arrivals are uniform, a fixed, equal-rate switch, withg e for scalable routers that need performance guarantees.

virtual output queues, has a guaranteed throughput of 100%, \hat follows we will study the architecture in more detail.

_ N _To focus our study, we will assume that we are designing a
3More precisely, assume that when a packet arrives, its destination is pic

uniformly and at random from among the set of outputs, independently fr@o-rb/S Internet router that imp_lements the requ”emems of
packet to packet. RFC 1812 [21], arranged as 640 linecards operating at 160Gb/s



switch and stores them in the appropriate VOQ. It takes pack-
ets from the head of each VOQ at ra®% N and sends them

to the switch to be transferred to the output. Finally, the Out-
put Block accepts packets from the switch, collects them to-
gether, reassembles them into variable length packets, and de-
livers them to the external line. Each linecard is connected to
the external line with a bidirectional link at rafé, and to the
switch with two bidirectional links at rat&.

. . . Despite its scalability, the basic load-balanced switch has
«—Racksof Linecads — 5 Optical Switch Fabrics some problems that need to be solved before it meets our re-
uirements. In the following sections we describe and then
dlve each problem in turn.

R Lookup/ ] Fixedsize | R IV. SWITCH RECONFIGURATIONS
_'| Processing |—'|Segmentat|on Packets }
Load-balancing
| R
R

Optical
Modules
Electronic
Crossbars

16
160 Gbl/s
Linecards

—_ A = . o mm : "'"‘)Iinecarg

A. Fixed Mesh

While the load-balanced switch has no centralized scheduler
to configure the switch fabric, it still needs a switch fabric of
size N x N that is reconfigured for each packet transfer (al-

, . beit in a deterministic, predetermined fashion). While optical
Intermediate Switching . . .
Input Block switch fabrics that can reconfigure for each packet transfer of-

<l — R fer huge capacity and almost zero power consumption, they
‘__ can be slow to reconfigure (e.g. MEMS switches that typically
take over 10ms to reconfigure) or are expensive (e.g. switches
Fig. 4. Linecard block diagram that use tunable lasers or receivér8elow, we’ll see how the
switch fabric can be replaced by a fixed mesh of optical chan-
nels that don’t need reconfiguring.
(OC-3072). We pick 100Tb/s because it is challenging to de- oy first observation is that we can replace each fixed, equal-

sign, is probably beyond the reach of a purely electronic implgste switch withN2 fixed channels at rat® /N, as illustrated
mentation, but seems possible with optical links between ragisrigure 5(a).

of distributed linecards and switches. Itis roughly two orders of oyr second observation is that we can replace the two

magnitude larger than Internet routers currently deployed, aggiiches with a single switch running twice as fast. In the ba-
seems feasible to build using technology available in approg switch, both switching stages connect every (input, output)
imately three years time. We pick 160Gb/s for each linecagghir at fixed ratez /N, and every packet traverses both switch-
because 40Gb/s linecards are feasible now, and 160Gb/s iSiH@)estages. We replace the two meshes with a single mesh that
next logical generation. _ _ _ connects every (input, output) pair at r@&/N, as shown in

We will adopt some additional requirements in our desigitigure 5(b). Every packet traverses the single switching stage
The router must have a guarantei’% throughput for any tyice; each time at rat&®/N. This is possible because in a
pattern of arrivals, must not mis-sequence packets, and shogdsical implementation, a linecard contains an input, an in-
operate correctly when populated with any number of linecarg§mediate input and an output. When a packet has crossed
connected to any ports. _ the switch once, it is in an intermediate linecard; from there,

“The router is assumed to occupy multiple racks, as shownjigrosses the switch again to reach the output linecard.
Figure 3, with up to 16 linecards per rack. Racks are connectedrpg single fixed mesh architecture leads to a couple of inter-
by optical fibers and one or more racks of optical switches. Wyting questions. The first question is: Does the mesh need to
terms of optical technology, we will assume that it is possiblgs yniform? i.e. so long as each linecard transmits and receives
to multiplex and demultiplex 64 WDM channels onto a singlgata at rat@ R, does it matter how the data is spread across the
optical fiber, and that each channel can operate at up to 10Gh{grmediate linecards? Perhaps the first stage linecards could

Each linecard will have three parts: An Input Block, an OUtspread data over half, or a subset of the intermediate linecards.
put Block, and an Intermediate Input Block, shown in Figrhe answer is that if we don’t know the traffic matrix, the mesh
ure 4. As is customary, arriving variable length packets will bg, st be uniform. Otherwise, there is not a guaranteed aggre-
segmented into fixeq sized packets (sometimes called “Ce||§’éte rate ofR available between any pair of linecards. The
though not necessarily equal to a 53-byte ATM cell), and theRcond question is: If it is possible to build a packet switch
transferred to the eventual output, where they are reassemRigg 1009 throughput that has no scheduler, no reconfigurable
into variablg length packets again. We will call them fixed-siz&yitch fabric, and buffer memories operating without speedup,
packets, or just “packets” for short. The Input Block performghere does the packet switching actually take place? It takes

address lookup, segments the variable length packet into On‘f)@ce at the input of the buffers in the intermediate linecards —
more fixed length packets, and then forwards the packet to the

switch. The Intermediate Input Block accepts packets from théa glossary of the optical devices used in this paper appears in the Appendix.
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R.e RIN RN R distinct wavelengths, which is beyond what is practical today.

In fact a passive optical switch cannot interconnect 640 line-
: cards. To do so inherently requires the switch to take data from
N ° N each of the 640 linecards and spread it back over all 640 line-
@ cards in at least 640 distinct channels. We are not aware of any

multiplexing scheme that can do this. If we try to use an active

R 2RIN R optical switch instead (such as a MEMS switch [24], electro-

optic [25] or electro-holographic waveguides [26]), we must re-
configure it frequently (each time a packet is transferred), and
we run into problems of scale. It does not seem practical to

N
[
p
)
N R

N e
®

p

NP

N o ® N : X '
© manufacture an active, reliable, frequently reconfigured 640-
port switch from any of these technologies. And so we need to
R AKE R R R d_ecompose tht_'-z switch into multiple stages. Fortu_nately this is
1 T (//:WG;) NN 1 simple to do with a load-balanced switch. The switch does not
1 A5 gy Irr 1Az e . i
2 e eide [ 2 need to be non-blocking; it just needs a path to connect each
P AN | crating [ AN_E e g input to each output at a fixed reteln Section VI, we will
N o—————  Router — e N describe two different three-stage switch fabric architectures
that decompose the switch fabric by arranging the linecards in
© groups (corresponding, in practice, to racks of linecards).
Fig. 5. Two ways in which the load-balanced switch can be implemented by
a single fixed-rate uniform mesh. In both cases, two stages operating at rate V. PACKET MIS-SEQUENCING
R/N, as shown in (a), are replaced by one stage operatidg AN, and every . .
packet traverses the mesh twice. In (b), the mesh is implementatPtipers. In the basic architecture, the load-balancer spreads packets

:?ag‘;);n}t*:: d"(‘)?&;i;’;:é’%“}" ffgr?wni2?&?5?&?32?5?35&% ?}’VVGRE s without regard to their final destination, or when they will de-
' part. If two packets arrive back to back at the same input, and
are destined to the same output, they could be spread to dif-
the linecard decides which output the packet is destined to, dedent intermediate linecards, with different occupancies. It is

writes it to the correct VOQ. possible that their departure order will be reversed. While mis-
sequencing is allowed (and is common) in the Intefnegt-
B. WhenN is Large work operators generally insist that routers do not mis-sequence

. . packets belonging to the same application flow. In its current
A mesh 2Of Im_ks works well for _smal! VaIL.'eS. av’, bu_t n version, TCP does not perform well when packets arrive to the
practice,N< optical fibers or electrical links is impractical or o .
too expensive. For example, a 64-port router, with 40Gh/s "ngestlnatpn .OUt of order because they can trigger un-necessary
(i.e. a capacity of 2.5Tb/s) would require 4,000 fibers or Iinké,e ransmissions. . .
t'ﬁhere are two approaches to prevent mis-sequencing: To pre-

each carrying data at 1.25Gb/s. Instead, we can use Wavele%nt ackets from becoming mis-seaquenced anvwhere in the
division multiplexing to reduce the number of fibers, and in- P 9 q yw

. L .~ _router [27]; or to bound the amount of mis-sequencing, and
crease the data-rate carried by each. This is illustrated in Fig- . ; .
) ) . e a re-sequencing buffer in the third stage [28]. None of the
ure 5(c). Instead of connecting 19 fibers, each linecard mul-

tiplexes N WDM channels onto one fiber, with each chann chemes published to date would work in our 100Tb/s router.

operating aRR/N. The N x N arrayed waveguide grating he schemes use schedulers that are hard to implement at these

router (AWGR) in the middle is a passive data-rate indepeﬁgeeds’ need jitter control buffers that requirevrites to mem-

dent optical device that routes wavelengtlat input: to output ory 'E otn? tl_mfe SIOtt.[ZS]t’) otr reqwtrr(]a t?e com dmu;u?catmn of too

[(4 +w — 2) mod N| 4+ 1. The number of fibers is reduced tguch state information between the inecards 27

2N, at the cost ofV wavelength multiplexers and demultiplex-

ers, one on each linecard. The number of lasers is the samé&ag-ull Ordered Frames First

before (V?), with each of theN lasers on one linecard oper- |nstead we propose a scheme geared toward our 100Tb/s

ating at a different, fixed wavelength. Currently, it is practicabuter. Full Ordered Frames First (FOFF) bounds the differ-

to use about 64 different WDM channels, and AWGRs hawce in lengths of the VOQs in the second stage, and then uses

been built with more than 64 inputs and outputs [22]. If eachire-sequencing buffer at the third stage.

laser can operate at 10GB/shis would enable routers to be FOFF runs independently on each linecard using information

built up to about 20Tb/s, arranged as 64-ports, each operatiggally available. The input linecard keeps FIFO queues —

atR = 320Gb/s. one for each output. When a packet arrives, it is placed at the
Our 100Tb/s router has too many linecards to connect @il of the FIFO corresponding to its eventual output. The basic

rectly to a single, central optical switch. A mesh of WDM chardea is that, ideally, a FIFO is served only when it contaiher
nels connected to an AWGR (Figure 5(c)) would require 640
6Compare this with trying to decompose a non-blocking crossbar into, say, a
5The modulation rate of lasers has been steadily increasing, but it is hardnoltiple stage Clos network.
directly modulate a laser faster because of wavelength instability and opticallnternet RFC 1812 “Requirements for IP Version 4 Routers” [21] does not
power ringing [23]. For example, 40Gb/s transceivers use external modulatdesbid mis-sequencing.
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more packets. The firg¥ packets are read from the FIFO, and « FOFF is practical to implementEach stage requirey
each is sent to a different intermediate linecard. In this way, the queues. The first and last stage hold at ¢t 1 pack-

packets are spread uniformly over the second stage. ets per linecard (the second stage holds the congestion
More precisely, the algorithm for linecaidoperates as fol- buffer, and its size is determined by the same factors as
lows: in a shared-memory work-conserving router). The FOFF
1) Inputi maintainsN FIFO queuesQ); ...Qy. An arriv- scheme is decentralized, uses only local information, and
ing packet destined to outpyiis placed inQ;. does not require complex scheduling.
2) Every N time-slots, the input selects a queue to serve  Priorities in FOFF are practical to implementt is simple
for the nextN time-slots. First, it picks round-robin to extend FOFF to suppoktpriorities usingk - N queues
from among the queues holding more thsirpackets. If in each stage. These queues could be used to distinguish

there are no such outputs, then it picks round-robin from  different service levels, or could correspond to sub-ports.
among the non-empty queues. UpXopackets from the ~ We now move on to solve the final problem with the load-
same queue (and hence destined to the same output)@nced switch.

transferred to different intermediate linecards in the next

N time-slots. A pointer keeps track of the last intermedi- V1. ELEXIBLE LINECARD PLACEMENT

ate linecard that we sent a packet to for each flow; the nextDesigning a router based on the load-balanced switch is

packgt is alwgys sent to the next intermediate Ilnecard.maole challenging by the need to support non-uniform place-
Clearly, if there is always at least one queue WNhpack- ot of linecards. If all the linecards were always present and
ets, the pack_ets will be l_Jmforme spread over the second-sta%rking’ they could be simply interconnected by a uniform
anq there will be no mis-sequencing. _A” the VOQs that reg, sh of fibers or wavelengths as shown in Figure 5. But if some
ceive packets belonging to a flow receive the same numben .o 4s are missing, or have failed, the switch fabric needs to
packets, so they wil all fac;e the.same delay, and won't be migg reconfigured so as to spread the traffic uniformly over the
sequenced. Mis-sequencing arises only when no queudihage i\ qining finecards. To illustrate the problem, imagine that we
packets; but the amount of mis-sequencing is bounded, anddg, e all but two linecards from a load-balanced switch based

corrected in the third stage using a fixed length re-sequenciig, niform mesh. When all linecards were present, the input
buffer. linecards spread data ovAr center-stage linecards, at a rate of

2R/N to each. With only two remaining linecards, each must
B. Properties of FOFF spread over both linecards, increasing the rat2Rg2 = R.

FOFF has the the following properties, which are proved i‘Rhis means that the switch fabric must now be able to intercon-
the Appendix ’ nect linecards over a range of rates fra®/N to R, which is

« Packets leave the switch in orderFOFF bounds the impractical (in our design exa_mpl’é: 160Gb/8).' .
. N . . The need to support an arbitrary number of linecards is a real
amount of mis-sequencing inside the switch, and requir

) SPoblem for network operators who want the flexibility to add
?p:(e);sfeiglf;;ér;%izﬂer that holds at m&t + 1 packets and remove linecards when neede_d. Liqecards fail, are added
. No pathological traffi-c patterns.The 100% throughput a}nd removed, so the set of operathnal linecards changes over
t for the basic architecture .relies on the traffic beint|me. For the router to work when linecards are connected to
gggghagzic and weakly mixing between inputs. While thérbitrary ports, we n_eed some kind o_f reconfigurable switch to
' s%atter the traffic uniformly over the linecards that are present.

might be a reasonable assumption for heavily aggregaﬁ% what follows, we’ll describe two architectures that accom-

backbone ”?‘ﬁ"?’ Itis not g_uarant_eed. In fact, Itis easy It@ish this. As we’ll see, it requires quite a lot of additional
create a periodic adversarial traffic pattern that inverts the

spreading sequence, and causes packets for one outpuctotrc?plexr[y over and above the simple single mesh.

pile up at the same intermediate linecard. This can lead to N )

a throughput of jusR/N for each linecard. A. Partitioned Switch

FOFF prevents pathological traffic patterns by spreading aTo create a 100Th/s switch with 640 linecards, we need to
flow between an input and output evenly across the intgrartition the switch into multiple stages. Fortunately, partition-
mediate linecards. FOFF guarantees that the cumulating a load-balanced switch is easier than partitioning a crossbar
number of packets sent to each intermediate linecard ®witch, since it does not need to be completely non-blocking
a given flow differs by at most one. This even spreading the conventional sense; it just needs to operate as a uniform
prevents a traffic pattern from concentrating packets to afyly-interconnected mesh.

individual intermediate linecard. As a result, FOFF gen- To handle a very large number of linecards, the architecture
eralizes the 100% throughput &my arriving traffic pat- is partitioned inta= groups ofL linecards. The groups are con-
tern; there are provably no adversarial traffic patterns thagcted together by/ differentG x G middle stage switches.
reduce throughput, and the switch has the same throudthe middle stage switches are statically configured, changing
put as an ideal output-queued switch. In fact, the avesnly when a linecard is added, removed or fails. The linecards
age packet delay through the switch is within a constawithin a group are connected by a local switch (either optical or
from that of an ideal output-queued switch (proof in Apelectrical) that can place the output of each linecard on any one
pendix III). of M output channels and can conn@¢tinput channels to any
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Fig. 6. Partitioned switch fabric.

linecard in the group. Each of thd channels connects to a dif-are present so that each pair of linecards are connected at rate
ferent middle stage switch, providindg paths between any pair2R/n.
of groups. This is shown in Figure 6. The numBérdepends  The theorem is proved formally in [2], but it is easy to show
on the uniformity of the linecards in the groups. For uniforran example where this number of paths is needed. Consider
linecard placement, the middle switches need to distribute tthe= case when the first group h&dine cards, but all the other
output from each group to all the other groups, which requirgsoups have just one linecard. A uniform spreading of data
G middle stage switchésln this simplified casé/ = G, i.e. among the groups would not be correct. The first group needs
there is one path between each pair of groups. Each group setedsend and receive a larger fraction of the data. The simple way
1/G-th of its traffic over each path to a different middle-stag® handle this is to increase the number of paftfs,between
switch to create a uniform mesh. The first middle-stage switgnoups by increasing the number of middle-stage switches, and
statically connects input 1 to output 1, input 2 to output 2, arti increasing the number of ports on the local switches. If we
so on. Each successive switch rotates its configuration by oadd an additional path for the each linecard that is out of bal-
for example, the second switch connects input 1 to output @&jce, we can again use the middle-stage switches to spread the
input 2 to output 3, and so on. The path between each pairdsfta. Since the maximum imbalancdiis- 1, we need to have
groups is subdivided intd? streams; one for each pair of line-M = L+G—1 paths through the middle switch. In the example
cards in the two groups. The first-stage local switch uniformlyiven, the extra paths are routed to the first group (which is full),
spreads traffic, packet-by-packet, from each of its linecards ower now the data is distributed as desired, WitHL + G — 1)
the path to another group; likewise, the final-stage local switclfithe data arriving at the first group.
spreads the arriving traffic over all of the linecards in its group. The remaining issue is that the path connections depend on
The spreading is therefore hierarchical: The first-stage allotye particular placement of the linecards in the groups, so they
the linecards in a group to spread their outgoing packets oveust be flexible and change when the configuration of the
the G outputs; the middle-stage interconnects groups; and theitch changes. There are two ways of building this flexibil-
final-stage spreads the incoming traffic from tHepaths over ity. One uses MEMS devices as an optical patch-panel in con-
the L linecards. junction with electrical crossbars, while the other uses multiple

The uniform spreading is more difficult when linecards areavelengths, MEMS and optical couplers to create the switch.
not uniform, and the solution is to increase the number of paths
M between the local switches. , B. Hybrid Electro-Optical Switch

Theorem 1:We need at most/ = L + G — 1 static paths,

where each path can support a rate U R) to spread traffic The electro-optical switch is a straightforward implementa-
uniformly over any set oir < N = G x L linecards that tion of the design described above. As before, the architec-

ture is arranged a§' groups ofL linecards. In the centef/
8Strictly speaking, this requires that > L if each channel is constrained to statically configured x G MEMS switches 'nterconneCt the
run no faster tha@R. G groups. The MEMS switches are reconfigured only when
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a linecard is added or removed and provide the ability to cridte number of links byL. However, the high line rate@ g =
ate the needed paths to distribute the data to the linecards B2tGb/s) will force the use of parallel optical channels in any
are actually present. This is shown in Figure 7. Each groapchitecture, so the cost in optical components is smaller than it
of linecards spreads packets over the MEMS switches usingraight seem.
L x M electronic crossbar. Each output of the electronic cross-Once again, the need to deal with unbalanced groups makes
bar is connected to a different MEMS switch over a dedicatdle switch more complex than the uniform design. The large
fiber at a fixed wavelength (the lasers are not tunable). Packetsnber of potential paths allows us to take a different approach
from the MEMS switches are spread acrossitmecards in a to the problem in this case. Rather than dealing with the im-
group by anM x L electronic crossbar. balance, we logically move the linecards into a set of balanced
We need an algorithm to configure the MEMS switches ambsitions using MEMS devices and tunable filters. This orga-
schedule the crossbars. Because the switch has exactly rttmation is shown in Figure 8. Again, consider our example in
number of paths we need, and no more, the algorithm is quitiich the first group is full, but all of the other groups have just
complicated, and is beyond the scope of this paper. A descrigme linecard. Since the star couplers broadcast all the data to all
tion of the algorithm, and proof of the following theorem apthe groups, we can change the effective group a card sits in by
pearsin [2]. tuning its input filter. In our example we would change all the
Theorem 2:There is a polynomial-time algorithm that finddinecards not in the first group to use the second wavelength,
a static configuration for each MEMS switch, and a fixed-leng#o that effectively all the single linecards are grouped together
sequence of permutations for the electronic crossbars to spraad full second group. The MEMS are then used to move the

packets over the paths. position of these linecards so they do not occupy the same logi-
cal slot position. For example, the linecard in the second group
C. Optical Switch will take the 1st logical slot position, the linecard in the third

Building an optical switch that closely follows the electricagroup will take the 2nd logical slot position, and so on. To-
hybrid is difficult since we need to independently control botfiether these rebalance the arrangement of linecards and allows
of the local switches. If we used an AWGR and wavelengths ¥ simple distribution algorithm to work.
the local switches, they could not be independently controlled.

Instead, we modify the problem by allowing each linecard to VIl. PRACTICALITY OF 100TB/S ROUTER

haveL optical outputs, where each optical output uses a tunabldt is worth asking: Can we build a 100Tb/s router using this
laser. Each of thé x L outputs from a group goes to a passivarchitecture, and if so, could we package it in a way that net-
star coupler that combines it with the similar output from eackiork operators could deploy in their network?

of the other groups. This organization creates a lafge (&) We believe that it is possible to build the 100Th/s hybrid
number of paths between the linecards; the output fiber on lectro-optical router in three years. The system could be pack-
linecard selects which linecard in a group the data is destingged in multiple racks as shown in Figure 3, with = 40

for and the wavelength of the light selects one ofé¢hgroups. racks each containing = 16 linecards, interconnected by

It might seem that this solution is expensive, since it multiplieE + G — 1 = 55 statically configured0 x 40 MEMS switches.
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To justify this, we will break the question down into a numbeattachment (or “solder bumping”) of IlI-V opto-electronic de-
of smaller questions. Our intention is to address the most saligites onto silicon has been demonstrated [30], but is not yet a
issues that a system designer would consider when buildimgture, manufacturable technology, and is an area of continued
such a system. Clearly our list cannot be complete. Differerd@search and exploration by us, and others. Another option is to
systems have different requirements, and must operate in diffettach optical modulators rather than lasers. An external, high
ent environments. With this caveat, we consider the followingowered continuous wave laser source could illuminate an ar-
different aspects. ray of integrated modulators on the crossbar switch. The array
of modulators modulate the optical signal and couple it to an

outgoing fiber [31].
A. The Electronic Crossbars

In the description of the hybrid electro-optical switch, wg. packaging 100Tb/s of MEMS Switches

assumed that one electronic crossbar interconnects a group %e can say with confidence that the power consumption of
linecards, each at ra@ = 320Gb/s. This is too fast for a the optical switch fabric will not limit the router’s capacity. Our

i:ggfb;:ossli er‘ bﬁéﬁggscg?o:ﬁ gﬁ;ﬁg‘?ﬁe\é\g.léﬁfsnsku’gia?agrchitecture assumes that a large number of MEMS switches
slices, w ! . 1al linx are packaged centrally. Because they are statically configured,
rate achievable. For example, with = 32, the serial links

te at tical 10Gb/s. Each sli Id e MEMS switches consume almost no power, and all 100Tb/s of
operale at a more practica S. =ach slice wou B g itching can be easily packaged in one rack using commer-
b5 crossbar operating at 10Gbr/s. This is less than the Capa%'@(lly available MEMS switches today. Compare this with a
of c.rossbars that h'C.“’e aIreacjy been reported [29]. 100Th/s electronic crossbar switch, that connects to the line-
Figure 9 showd. linecards in a group connectedié cross-

bar sli h . As bef h cards using optical fibers. Using today’s serial link technology,
ar slices, each operating at r@l&/W. As before, the out- the electronic serial links alone would consume approximately

puts of the crosshar sllces_are connected to _Iasers. B_Ut nOW'éWV (assume 400mW and 10Gb/s per bidirectional serial link).
lasers attached to each slice operate at a different, fixed W&z crossbar function would take at least 100 chips, requir-

length, and data from all the slices to the same MEMS SW't(frt?g multiple extra serial links between them; hence the power

are multiplexed onto a single fiber. As before, the group is cop; - ; ;
ould be much higher. Furthermore, the switch needs to termi-
nected to the MEMS switches witl{ fibers. If a packet is sent 9

S ) nate over 20,000 optical channels operating at 10Gb/s. Today,
on then-th crossbar slice, it will be delivered to theth cross- ;. commercially available optical modules, this would con-

bar slice of the receiving group. Apart frc_)m the use of slices {9, ¢ tons of kilowatts, would be unreliable and prohibitively
make a parallel datapath, the operation is the same as beforgxpensive

Each slice would connect td/ = 55 lasers or optical re-
ceivers. This is probably the most technically challenging, and
interesting, design problem for this architecture. One option§s Fault-Tolerance
to connect the crossbars to external optical modules, but mighfThe load-balanced architecture is inherently fault-tolerant.
lead to prohibitively high power consumption in the electroniEirst, because it has no centralized scheduler, there is no elec-
serial links. We could reduce power if we could directly contrical central point of failure for the router. The only centrally
nect the optical components to the crossbar chips. The direbired devices are the statically configured MEMS switches,
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which can be protected by extra fibers from each linecard ratke density of DRAM [33]. This technique makes it possible to
and spare MEMS switches. Second, the failure of one linecadild buffers for 160Gb/s linecards.

will not make the whole system fail; the MEMS switches are

reconfigured to spread data over the correctly functioning line-

cards. Third, the crossbars in each group can be protectedEbyPackaging 16 Linecards in a Rack

an additional crossbar slice. Network operators frequently complain about the power con-

sumption of 10Gb/s and 40Gb/s linecards today (200W per
D. Building 160Gb/s Linecards linecard is common). If a 160Gb/s linecard consumes more

. power than a 40Gb/s linecard today, then it will be difficult
We assume that the address lookup, header processing f?)n\gackage 16 linecards in one rack6 (x 200 = 3.2kW)

buffering on the linecards are all electronic. Header processi'?g,mprovements in technology don't solve this problem over

will be possible at 160Gb/s using electronic technology ava me, we can put fewer linecards in each rack, so long as

able within three years. At 160Gb/s, a new minimum length 405 « I > 640. For example, we could halve the number of line-

byte packet can arrive every 2ns, which can be processed Aids per rack and double the number of groups. This comes at
easily by a pipeline in dedicated hardware. 40Gb/s linecar, 3 expense of more MEMS switche¥/(> I + G — 1)
are already commercially available, and anticipated reductions - '

in geometries and increases in clock speeds will make 160Gh/s
possible within three years. VIIl. CONCLUSION
Address lookups are challenging at this speed, but it will be
feasible within three years to perform pipelined lookups every Our main conclusion is that we achieved what we set out to
2ns for IPv4 longest-prefix matching. For example, one couftp: To solve the problems that allow us to design a 100Tb/s
use 24Mbytes of 2ns SRAM (Static RARRnd the brute force load-balanced router, with guaranteed 100% throughput under
lookup algorithm in [32] that completes one lookup per men&ll traffic conditions. We believe that the electro-optic router we
ory reference in a pipelined implementation. described, including switch fabric and linecards, can be built
The biggest challenge is simply writing and reading packising technology available within three years, and fit within the
ets from buffer memory at 160Gb/s. Router linecards contad@wer constraints of network operators.
250ms or more of buffering so that TCP will behave well when To achieve our capacity requirement, optics are necessary.
the router is a bottleneck, which requires the use of DRAM (dy* 100Tb/s router needs to use multiple racks regardless of the
namic RAM). Currently, the random access time of DRAMarchitecture, because packets need to be processed and stored
is 40ns (the duration of twenty minimum length packets &ectronically, and the power consumption of the electronics is
160Gb/s!), and historically DRAMs have increased in randotao much for a single rack. Optical links are needed to inter-
access speed by onh% every 18 months. We have solvedconnect the multiple racks, but we don’t have to use an op-
this problem in other work by designing a packet buffer usirigcal switch fabric. A distributed switch fabric could spread
commercial memory devices, but with the speed of SRAM arible switching function over all the racks. The key problem is
that a distributed switch fabric could not guarantee the system
9Toda_y, the largest com_mercia_ll SRAM is 4_Mbytes with an :EICCESS time ﬂf]roughput_ But if throughput guarantees are not needed, a dis-
4ns, which suggests what is feasible for on-chip SRAM. Moore’s Law Squeitgsbuted switch fabric (such as a torus or hypercube) might be a

that in three years 16Mbyte SRAMs will be available with a pipelined acce )
time below 2ns. So 24Mbytes can be spread across two physical devices. reasonable alternative.
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frame. Finally, the third feature is that if there is no full framdirst show that inputs send approximately the same number of
left, then flows are served in round-robin, which avoids starvpackets to each intermediate input. This results in an occupancy
tion when throughput is strictly less than thatis approximately the same in all intermediate inputs. There-
fore, the mis-sequencing, which results from a difference of
B. Assumptions queue occupancy petween intermediate inputs, can be bouqded.
. This finally results in the fact that the resequencing buffer size
Let's assume that we take a snapshot of the switch evefyine output can also be bounded.
N time-slots. We will denote this period d¥ time-slots as |, the remainder, we will assume that there is a fixed propa-
a frame slot During every frame slot, each input can send xtion delayd between the inputs and the intermediate inputs,
most one packet to each intermediate input. Similarly, each i,y similarly between the intermediate inputs and the outputs,

termediate input can send at most one packet to each outpytnsdel the switch fabric latency. This deldywill change
We will assume that at each frame slot, the first input sends ﬁﬂgpending on the implementation chosen.

all its packets to the intermediate inputs, then the second inpu‘_et S(i, k) denote the flow from input to outputk, i.e. the
does so, and so on. Of course, the switch needs not operate {fi{s ¢ | |7oackets going fromto k, with 1 < i, k < N Simi-
way, but this is easier to understand conceptually. |51y et S(4, 5, k) be the set of all packets going through input

Here is a way of implementing this order using shift registers .«armediate inpu and outputk, with 1 < 4.5,k < N.
and no memory speed-up. At time sléfsV + i, 2N + 4, ..., 6bVi0ust S k) = U S(i. . k). ' S L)k S

input linecard: selects an output destination. Let's assume that A5 <hown in Figure 10, let the coupled(t), Bij(t))
’ 1 1 ’LJ 1

this output isk. Over the nextNV time slots, input linecard ©

i ) 5ik(t), Dijr(t)) and ;;x(t), Fijx(t))) denote the cumula-
sends packets destined to outpuin a round-robin order 10 4o nymper of (arrivals, departures) of packetssif, j, k) at
the N intermediate input linecards. Specifically, in time slof,o oand of frame slatfor inputi, intermediate inpuf and out-

i.+j -1, input_linecardi sends to interm_ediate_ input Iinecarcbutk_ For instance B, (t) — A4 (t) represents the number
j a packet destined to outpit Then, the incoming packets to ¢ packets froms(i, j, k) stored in input linecard. Given the

intermediate input linecarg are delayed byV — j time slots. definitions above, we have the following equations.

Similarly, in time slotj + k£ — 1, intermediate input linecard First, by causality, A, x(t) > Bin(t) > Ciu(t) >

j sends a packet destined to output linedar®nce again, the (t)’ > Ei(t) > 2y 1@) = TR = Rk =
incoming packets to output linecakdire delayed bV —k time ”Skecoer ;ﬁe degayd”ll;rinés Con(t) = Bin(t — d) and
slots. This scheme guarantees freme slotsnapshot model ,° (1) = D, (t — d) Y e

defined above with a fixed delay &f time slots for a packet to lzrkhird i lijrfputz‘ a;rriving packets that belong t§(i, k)

be sent from one linecard stage to the next. are sent in round-robin order among all intermediate linecards,

For implementation purposes, it is also possible to remog’%ﬁing with intermediate linecartl Formally, if Ag; (%)

the delay elements and evaluate the queue occupancy in %8%he cumulative number of arriving packets that belong to

linecard in staggered time slots. ) : )
Finally, by convention, we will assume that for every framég(z’ ), we have for allj [28]

slot, the following order occurs: arrivals to the inputs, depar- Agiim@) +1—3
. . . . . S(3,k) J
tures from the inputs, arrivals to the intermediate inputs, and so Aiji(t) = { N w
on.

Therefore, for eacHii, k), there exists some intermediate in-
C. Theorem put j' such that: A;15(t) = Aik(t) = ... = Aji(t) =

A feature of the FOFF algorithm is that each of the thre‘éivj’“vk(t) +1= Aijri2n(t) + 1 o S'm'IaW’ since
stages can be implemented using oMyqueues. This is clear packets from a given flow are sent in order, we hay€ auch
for the first two stages. For the third stage, the re—sequencﬁh‘&tB“k(t) = Bian(t) = ... = Bijok(t) = Bijrian(t) +1 =
buffer can be implemented using at ma&t cells arranged into Bjjrs2,k(t) +1 = ... And using the property abovey, . (t —
N queues, one for each intermediate input. It is interesting 0 — i2k(t—d) = .. = Cijri(t—d) = Gy jryap(t—d)+1 =
note that theV queues on output linecarkl is an extension ij7+2,(t —d) +1 = .... This directly proves the following
of VOQ % in the N intermediate input linecards. The foIIow-Iemma: ) )
ing theorem shows how the re-sequencing buffer can be imple-émma 4:For each flow, the difference in the cumula-
mented with onlyN queues: tive number of arrlval_s_ to tyvo dlfferent |n_term_ed|ate inputs is

Theorem 3:If there areN?2 packets in the queue, the headeL,mded byl. In addition, if an mFermedlate input has more
of-line packet of at least one of tHé queues can be sent Whilearrlvals than another one, then its index must be lower.
keeping packets ordered. Therefore, we need a resequenci

t Q;x(t) be the occupancy of the VOQ at intermediate in-
buffer size of at mosi2 in order for packets to leave the switchPUtJ for output at the end of frame slat Given Lemma 4,
in order.

the next lemma will bound the difference in occupancy for a
given output between different intermediate input linecards.
. Lemma 5:For all intermediate inputg,, j», outputk and
D. Notations and Proofs frame slott: |Q;,x(t) — @),k (t)] < N.

Let's introduce notations and prove consecutively several Proof: Assume without loss of generality that < jo.
lemmas before proving the theorem. In the lemmas, we wilince the link between intermediate inpiytand outputk is
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work-conserving at each frame slot, we have [36]: Hence|Q;, k() — Qj,x(t)] < N. |

Qjuk(t) = Orgsagt(Z[Cijlk(t) = Cijik(s)] = (t = 5)).

?

For instance, this maximum could be reached’in

Qjuk(t) = _[Cijii(t) = Ciji(s)] = (t = o).

i

Similarly,

szk(t) max (Z[Czjzk(t) - Cij2k’(5)] - (t - S))

0<s<t

2

= ) [Cijok(t) = Cijor(s")] = (t — 5").

i
The first consequence is:

D [Cijak(t) = Cijor(s)] = (t = &)

i

= > [Cijr(t) = Cijorls)] + {Qiya(1) —

i

Z[Cijlk(t) = Cijur(s)]}
- C;jlk(f) + Z{[Cz’jzk(t) — Cijir(t)] +
[Ciin(s") —ZOz'jzk-(S')}}
Qjuk(t) + > _{~1+0}
= Quk(t) — 1\;

Similarly, the second consequence is:

Qjr(t) >

v

Qjk(t) > szk(t)JrZ{[Cijlk(t)*ka(t)]ﬂL

[Cijor (") — Cijyr(s")]}
Qjk(t) + Z{O -1}

= Q]ék(t) - N.

v

Since packets from a given flow can traverse different inter-
mediate input linecards, it is possible that packets will arrive to
the output linecards out-of-order. The next lemma bounds the
amount of mis-sequencing for a given flow.

Lemma 6: If two packetsp; andp- belong toS(i, k), andp,
arrives to the switch befong, thenp, will arrive to outputk at
mostN frame slots aftep,.

Proof: If a packetp; from S(i, k) arrives to interme-
diate inputyj; at tq1, it will leave the intermediate input at
t1 + Qj,x(t1) because of the work-conserving property men-
tioned above. Since packets of the same flow leave the first
stage in order, a packgs from S(i, k) arriving later to input
will thus arrive to intermediate inpyt att, > t;. As a result,
po Will leave j, at

to+ Qir(te) = t14+Qju(th)+

[t2 —t1 + Qjok(t2) — Qjpr(t1)]
> 1+ Qjyi(ty)

(by the work-conserving property). Henge will not leave

the intermediate input beforg + Q;,x(t1) + (Qj,k(t1) —

Qi k(t1)) > t1 + Qj,k(t1) — N. Thereforep, will leave the

second stage at moat frame slots aftep, leaves. |
Let’'s now prove the theorem. In the proof, we will ch#ad

of flowthe first packet of a given flow that has not yet left the

switch.

Proof: As assumed above, at outpkit during a given
frame slot, we first have up t&y arrivals from theN interme-
diate inputs, and then we have upNXodepartures. We will of
course assume that packets can only depart in order.

Let’s show that whenever the number of packets queued in
a given output is strictly bigger thanV?2, the output is work-
conserving, i.e. the head-of-line packet of at least one ofMthe
queues can depart while keeping packets ordered. Since arrivals
cannot exceed departures when the output is work-conserving,
this would clearly show that the queue occupancy of oukput
is bounded byN?2. As a consequence, we would only need a
resequencing buffer size of at mase in order for packets to
leave the switch in order.
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R conserving) output-queued switch.
- P The proof of this theorem will rely on several lemmas. These
> lemmas will consider the effect of using delay lines on the de-
Py T Lhol, partures from a work-conserving switch, and try to compare the
—_— _ load-balanced switch with work-conserving switches using de-
hof1 '_hol2 lay lines.
Throughout the lemmas, we will denote B(t);4(,); the
h0f2 > \ cur_nulative_number of de_:partures in a switch With cumulative
arrival traffic A(t). For instance, we know that in a work-

\ conserving switch (noted’ C), the cumulative number of de-
wc iofiac:
hol; = hof parturesB(t) ¢, satisfies:

Fig. 11. View of the resequencing buffer. B(t>m?t)} = Orgqigt[A@) +1t—s].
Throughout the proof of the theorem, we will consider some
Let's assume that there are more thd packets queued in arrival sequencel(t). Given this arrival sequence, we will as-
a given outpuk at frame slot. Since at mosiV packets could syme that the average delay through a work-conserving switch
arrive to output: in one frame slot, by the pigeonhole principlgs defined and finite, and will attempt to prove that, if defined,
at least one of the packets queued did not arrive in theNastthe average delay through the load-balanced switch is within a
frame slots. Let's call this packek, and leti be such that constant of the average delay for a work-conserving switch.
p2 € S(i, k). Using Lemma 6, théead of flowfor p; is also  Also, we will say below that two switches! and 52 are
necessarily queued in outplu{call it p;). Therefore, there is at equalif they have the same number of packet departures for the
least onenead of flonqueued in outpuk if there are more than same arbitrary packet arrivals. (Obviously, they are not nec-
N? packets in output. essarily emulating each other, since the departure packet order
Let's now show that there is at least one head of flow in thfight be different.) In other words, the two switches are equal

switch that is also head of line of one of the queues in outpigtheir respective cumulative numbers of departures satisfy:
k. This will prove that the head-of-line packet of at least one of

the N queues can depart while keeping packets in order. B(){awy = B aw,-
Given the above assumption,jif is head-of-line for its in- o ) L i

termediate inpuj;, thenp; can depart. Otherwise, consider the $|m|Ia2rIy, a switchS™ will be said to bebetter thananother

head-of-line forj, holy, which has already arrived to outpht svlvltch 5= if for any arrival traffic A(t), anq for. any time-slot,

(illustrated in Figure 11). Ifol, is a head of flow, it can de- © Nas atleastas many departuresiasThis will be noted as

part. Otherwise, leko f; be the head of the flow dfol;, which B(t)} > B(1)? .

went through some intermediate inpiat We know thatho f; fam} = {am}

arrived to its intermediate input no later thiasl; , because they For instance, a work-conserving switch is known to be better

are from the same flow. In additiohpl, arrived beforep;, be- than any switch of output capacity

cause they were in the same intermediate input. Fingdlar- The following lemma will prove that it is possible to permute

rived no later tham, (same flow). Thereforéyo f, reached the work-conserving switches and delay lines, and still get equal

intermediate inputs beforg. By Lemma 5, since, arrived to  systems.

outputk by frame slott — N, hof, must have arrived to output Lemma 8: Consider a first systens! comprising a work-

k by frame slott. Thus,hof; must be queued in outpit conserving switch followed by delay lines of deldynoted as
Again, if hof; is the head-of-line for its intermediate inputS' = (WC, DL(d)) (whereDL(d) represents a Delay Line of

ja, hof; can depart. Otherwise, considerl,, the head of line durationd > 0). Similarly, consider a second systef# com-

for hofy. If hol, is head of flow, it can depart. Otherwise, conprising delay lines of delay followed by a work-conserving

sider the head of flow fakiol,, ho f>, which went through some switch, noted ass? = (DL(d), WC). ThenS! and S? are

intermediate inpufz. By repeating the same method, we caaqual.

continue considering the head of flow of the head of line for suc- Proof: Let A denote the cumulative number of arrivals

cessive intermediate inpujs, j», 73, .... Since each new headto each switch, withd(0) = 0. Let B; (resp. Bs) denote the

of flow arrived strictly before the one previously considered, theimulative number of departures from each system.

method cannot visit the same intermediate input twice. GivenFort > d, we know that

that there are onlyV intermediate inputs, this method must thus we A
converge, and thus there is always at least one packet that cafft(t) = Bt = d){uq)y = Ogglgl?_d[ (8) + (t —d) — 5],
depart while keeping packets in order. | 4
an
APPENDIX 1 By(t) = B(t){i(i—ayy = Ol’élil’<1t[A(S —d)+t—s].

PROOF OFAVERAGE PACKET DELAY

Theorem 7:The average packet delay through the switch But then, using: = s — d, Ba(t) = min_g<y<;—q[A(u) +t —
within a constant of the average packet delay through a (works+ d)] = min_g<,<¢—a[A(uw) + (t — d) — u]. Comparing this
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with the expression oB; (¢), we thus just need to show that forl);4(+);, henceB(to — 1)aw)y > B(to){a())- But since the
u<0,A(u) + (t —d) —u > A(0) + (t — d) — 0, inorder to cumulative number of departures cannot decrease, these two
prove thatB,(t) = By (¢). Since foru < 0, A(u) = A(0) =0, quantities have to be equal, and therefore there had to be at least

the result follows. B one packet queued in the work-conserving system just before
The following lemma will help us compare tandems ofhe departures at timig. As a consequence, the queue size in
switches with tandems of work-conserving switches. the system just before the departuresgais A(ty) — B(to —

Lemma 9: Consider a system composed of two switchés 1)) = [A(to)fB(tofl)m%)}H[B(tofl)m%)}fB(tof
and S?. Assume that for any arrival traffid(¢), S* is better Dyiawy) =1+ [Qc — 1] = Q.. But then the system should be

thanWC, i.e. work-conserving by assumption, and thB¢to — 1))} #
B(to)a()}» hence contradicting the assumption.
1 wc
B(t){awy = BO) gy We now know thatB(t) (), — B(t){a)y < Q. — 1 for

all t. In addition, we know that the difference between these
gueue sizes can be serviced in at mdstime-slots. (Note
that the packets in the difference will always be available to

Also assume tha$? behaves better thai’ C' when their ar-
rivals are the departures froft. In other words, if the depar-

tures fromS* are written a
ures re written as send becausg (1) a() = A(t) — B(t)(awy = BO, —
D(t) = B(t)}LA(t)}’ B(t){awy) As a consequenca(t)‘{";%)} < B(t+T)awy
henceB(t - T)mct)} < B(t){A(t)} for all t. |
then ) we The following léma reminds the fact that having more
B(t){D(t)} > B(t){D(t)}‘ packets leave earlier implies having a lower average delay.
Then the tandeniS?, $2) behaves better than a tandem of two Lemma 11:Consider an arrival traffic sequengkt), such
work-conserving switche@V C, W Q). that the average delay for a work-conserving switch having

Proof: We assumed thaB(t)QD oy 2 B(t)%%)}. The these arrivals is defined. Assume that a given switch satisfies

wcC .
first term of the inequality denotes the departures from the tali{f) (A} = B(t)r4())- Then the average delay for this
dem (5!, 52), while the second term denotes the departur§¥"!t0hl'o‘°’ at most the average delay for the work-conserving
from the tandentS*, 7 C). Thus, since we know thas?, §2)  Switch:

is better thar(S*, W ('), we only need to show th&s’, W C) _ Proof: The proof is quite straightforward. First, when
is better thar(WC, W C) in order to prove the lemma. How- defined, the average packet delay does not depend on the packet

ever, we also know that! has more departures th&iC given order. This is because the total packet delay until sometise

the same arrival pattern. These departures are then used adtfe"e intsvgcral of the difference betwegltt) and B(?) (1))

arrivals to the secon®’C in both tandems. Since the more(reSp'B(t>{A(t)}) betweerD) and?. Without loss of generality,

arrivals aWC switch has, the more departures it will haveV€ can thus assume that the packet order is the same in both

(ST, WC) will have ore departures thafV’C, WC). This switches. Second, packets always leave the switch earlier than
pr0\7/es the lemma. ’ (or at the same time as) the work-conserving switch. Therefore,

The following lemma considers a system that is only workDe result follows.
conserving when its queue is above a given capacity. This carl-€t'S now prove Theorem 7.

be useful, for instance, in order to analyze a system that onliy Proof: F'LSL each |npu|t of tEe Ioad-paLancedlswnch sefr-”
services packets by bursts, as in [33]. vices one packet per time-slot whenever it has at least one fu

Lemma 10:Consider a system that satisfies the followin§@Me Of/V packets, which necessarily happens whenever it has
two properties. First, there exists a critical queue sige 2t !€astV(IV —1)+1 packets because of the pigeonhole prin-
such that the switch is always work-conserving when at leddple- In addition, whenever it has at magt= N(N — 1)

Q. packets are queued. Second, whenegepackets are packets (before arrivals), it takes at m@ét time-slots to ser-
(& . 1 . . .
queued withQ < Q., the switch takes at mogt time-slots vice at least) packets. Therefore, using Lemma 10, any input

to send( packets. Then the system is better than a tandé’pﬁecard is better than a tandem of a work-conserving switch

: 9 . !
(WC, DL(T)) of a work-conserving switch and a delay line ofid a delay I|n_e of delayv®. But since any input can have
delayT at most one arrival and one departure per time-slot, the work-
Proof: Let Q(t) () (resp. Q“)%)}) represent the conserving switch is just a forvyardmg switch. Thus any input
queue size of the system (resp. of a work-conserving switch)4gcard is better than a delay line of dela. ,
time-slot¢ under arrivalsA(t) Similarly, we saw before that whenever an output linecard
. o ; o
Let’s prove by contradiction thﬁ(t)m%)} —B(t)awy < has at leasiv™ — NV + 1 packets before arrivals, it is work-
Q. — 1 for all t. In other words, assume that is the first CONServing. In addition, for each paclein the output linecard
time-slot when this inequality is not satisfied, and let’s shoyhich arrived at — d _(Whered = 0), the corregpondlng head-
thatt, cannot exist. The@(to)mﬂ)} — B(to){a) > Q. and (_)f—flow packet will arrive no later thah— d + N~ to the output
B(t. — 1)WC Bt — 1 < LAl . th linecard. Since there are at mast such packets for eacfy
(to — ){A(t).} — B(to — 1){a@y < Qc — 1. Also, given the eitherp or a corresponding packet arrived earlier from the same
work-conserving propertyB(to)V.¢,., < B(to — 1)V +
) . : J/{A1)} {A(®)} T - o )
1, with equa“ty On'y if there is at least one packet queued in WIthOl.!t entering |ntc_) technlcahtles, if the average delay for the switch
h K ] ] " Puti Il doesn't exist, at least a limsup exists and satisfies the same properties. In the
the W(?r -con;ervmg system to service at tige Putting a remainder of the proofs, bgiverage delaywe will mean the limsup of the
these inequalities togethep,. — B(to){aw)y < Qc — B(to —  average delay.
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flow will be serviced byt —d+ N2. As aresult, it is possible to
see that whenever the output linecard has at ost N (N —

1) packets (before arrivals), it takes at maét time-slots to
service at leas packets. As above, any output linecard is thus
better than a delay line of delay?.

Finally, consider the system formed by all packets destined
to a given outpuk in the intermediate linecards. Again, if this
set hasN? — N + 1 packets, all intermediate inputs will be
non-empty (because of Lemma 5), and thus the system will be
work-conserving for output. And as above, whenever this
system has at mo§) = N(N — 1) packets (before arrivals), it
takes at mosiV? time-slots to service at leagt packets.

Therefore, we can use the above results to analyze the load-
balanced switch. Consider the system formed by all packets
destined to a given outputin the intermediate linecards. We
found above that it behaves better in the load-balanced switch
than a work-conserving switch followed by a delay lineof.

In addition, the inputs and the outpitadd two delay lines

of delay N2 using their respective arrivals. We can then use
Lemma 9 and the fact thaft(t)m%)} is independent of the in-
put to which packets arrived in a work-conserving switch, in
order to prove that the load-balanced switch works better than a
tandem(DL(N?), WC, DL(N?), DL(N?)). Using Lemma 8,

it thus works better thafWC, DL(3N?)). Finally, using
Lemma 11, if the average delay for a work-conserving switch
is defined, then the average delay for the load-balanced switch
is within 3N?2. [
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